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ABSTRACT
Accurate document layout analysis is a key requirement for high-
quality PDF document conversion. With the recent availability of
public, large ground-truth datasets such as PubLayNet andDocBank,
deep-learning models have proven to be very effective at layout
detection and segmentation. While these datasets are of adequate
size to train such models, they severely lack in layout variability
since they are sourced from scientific article repositories such as
PubMed and arXiv only. Consequently, the accuracy of the layout
segmentation drops significantly when these models are applied
on more challenging and diverse layouts. In this paper, we present
DocLayNet, a new, publicly available, document-layout annotation
dataset in COCO format. It contains 80863 manually annotated
pages from diverse data sources to represent a wide variability in
layouts. For each PDF page, the layout annotations provide labelled
bounding-boxes with a choice of 11 distinct classes. DocLayNet
also provides a subset of double- and triple-annotated pages to
determine the inter-annotator agreement. In multiple experiments,
we provide baseline accuracy scores (in mAP) for a set of popular
object detection models. We also demonstrate that these models
fall approximately 10% behind the inter-annotator agreement. Fur-
thermore, we provide evidence that DocLayNet is of sufficient size.
Lastly, we compare models trained on PubLayNet, DocBank and
DocLayNet, showing that layout predictions of the DocLayNet-
trained models are more robust and thus the preferred choice for
general-purpose document-layout analysis.

CCS CONCEPTS
• Information systems→Document structure; •Applied com-
puting → Document analysis; • Computing methodologies
→ Machine learning; Computer vision; Object detection;
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USING THE VERTICAL TUBE -
MODELS AY11230/11234

1. The vertical tube can be used for  
     instructional viewing or to photograph 
    the image with a digital camera or a

     micro TV unit  
2. Loosen the retention screw, then rotate 

     the adjustment ring to change the 
 

  
   length of the vertical tube.
3. Make sure that both the images in

 

OPERATION (cont.)

SELECTING OBJECTIVE 
MAGNIFICATION  
1. There are two objectives. The lower  
    magnification objective has a greater  
    depth of field and view.
2. In order to observe the specimen  
    easily use the lower magnification  
    objective first. Then, by rotating the  
    case, the magnification can be   
    changed.

CHANGING THE INTERPUPILLARY 
DISTANCE
1. The distance between the observer's  
    pupils is the interpupillary distance.   
2. To adjust the interpupillary distance  
    rotate the prism caps until both eyes  
    coincide with the image in the   
    eyepiece. 
 
FOCUSING
1. Remove the lens protective cover.
2. Place the specimen on the working  
    stage.
3. Focus the specimen with the left eye  
    first while turning the focus knob until  
    the image appears clear and sharp.
4. Rotate the right eyepiece ring until the  
    images in each eyepiece coincide and  
    are sharp and clear.

CHANGING THE BULB
1. Disconnect the power cord.
2. When the bulb is cool, remove the  
    oblique illuminator cap and remove  
    the halogen bulb with cap.
3. Replace with a new halogen bulb.
4. Open the window in the base plate and  
    replace the halogen lamp or   
    fluorescent lamp of transmitted   
    illuminator.

FOCUSING
1. Turn the focusing knob away or toward  
    you until a clear image is viewed.
2. If the image is unclear, adjust the  
    height of the elevator up or down,  
    then turn the focusing knob again.

ZOOM MAGNIFICATION
1. Turn the zoom magnification knob to  
    the desired magnification and field of  
    view.
2. In most situations, it is recommended  
    that you focus at the lowest   
    magnification, then move to a higher  
    magnification and re-focus as   
    necessary.
3. If the image is not clear to both eyes  
    at the same time, the diopter ring may  
    need adjustment.

DIOPTER RING ADJUSTMENT
1. To adjust the eyepiece for viewing with  
    or without eyeglasses and for   
    differences in acuity between the right  
    and left eyes, follow the following  
    steps:
    a. Observe an image through the left  
        eyepiece and bring a specific point  
        into focus using the focus knob.
    b. By turning the diopter ring   
        adjustment for the left eyepiece,  
        bring the same point into sharp  
        focus.
     c.Then bring the same point into  
        focus through the right eyepiece   
        by turning the right diopter ring.
     d.With more than one viewer, each  
        viewer should note their own   
        diopter ring position for the left   
        and right eyepieces, then before  
        viewing set the diopter ring   
        adjustments to that setting.

CHANGING THE BULB
1. Disconnect the power cord from the  
    electrical outlet.
2. When the bulb is cool, remove the  
    oblique illuminator cap and remove  
    the halogen bulb with cap.
3. Replace with a new halogen bulb.
4. Open the window in the base plate   
    and replace the halogen lamp or  
    fluorescent lamp of transmitted   
    illuminator.
     

Model AY11230 Model AY11234
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Objectives

Revolving Turret

Coarse 
Adjustment
Knob

MODEL AY11236

MICROSCOPE USAGE
BARSKA Model AY11236 is a powerful fixed power compound 
microscope designed for biological studies such as specimen 
examination. It can also be used for examining bacteria and          
for general clinical and medical studies and other scientific uses. 

CONSTRUCTION
BARSKA Model AY11236 is a fixed power compound microscope.   
It is constructed with two optical paths at the same angle. It is 
equipped with transmitted illumination. By using this instrument, 
the user can observe specimens at magnification from 40x to 
1000x by selecting the desired objective lens. Coarse and fine 
focus adjustments provide accuracy and image detail. The rotating 
head allows the user to position the eyepieces for maximum 
viewing comfort and easy access to all adjustment knobs.  

Model AY11236

Fine 
Adjustment
Knob

Stage

Condenser 
Focusing
Knob

Eyepiece

Stand

Lamp 
On/Off
Switch

Lamp 

Power
Cord

Rotating Head

Stage Clip
Adjustment

Interpupillary Slide Adjustment

Circling Minimums

7KHUH�ZDV�D�FKDQJH�WR�WKH�7(536�FULWHULD�LQ������WKDW�DႇHFWV�FLUFOLQJ�DUHD�GLPHQVLRQ�E\�H[SDQGLQJ�WKH�DUHDV�WR�SURYLGH�
improved obstacle protection. To indicate that the new criteria had been applied to a given procedure, a  is placed on 
the circling line of minimums. The new circling tables and explanatory information is located in the Legend of the TPP.

7KH�DSSURDFKHV�XVLQJ�VWDQGDUG�FLUFOLQJ�DSSURDFK�DUHDV�FDQ�EH�LGHQWL¿HG�E\�WKH�DEVHQFH�RI�WKH�  on the circling line of 
minima.

$SSO\�6WDQGDUG�&LUFOLQJ�$SSURDFK�0DQHXYHULQJ�5DGLXV�7DEOH

$SSO\�([SDQGHG�&LUFOLQJ�$SSURDFK�0DQHXYHULQJ�$LUVSDFH�5DGLXV�
Table

AIRPORT SKETCH
                                                                                                                              
The airport sketch is a depiction of the airport with emphasis on runway pattern and related 
information, positioned in either the lower left or lower right corner of the chart to aid pi-
lot recognition of the airport from the air and to provide some information to aid on ground 
navigation of the airport. The runways are drawn to scale and oriented to true north. Runway 
dimensions (length and width) are shown for all active runways.

Runway(s) are depicted based on what type and construction of the runway.

Hard Surface Other Than 
Hard Surface

Metal Surface Closed Runway Under Construction

Stopways, 
Taxiways, Park-
ing Areas

Displaced 
Threshold

Closed  
Pavement

Water Runway

Taxiways and aprons are shaded grey. Other runway features that may be shown are runway numbers, runway dimen-
sions, runway slope, arresting gear, and displaced threshold.

2WKHU�LQIRUPDWLRQ�FRQFHUQLQJ�OLJKWLQJ��¿QDO�DSSURDFK�EHDULQJV��DLUSRUW�EHDFRQ��REVWDFOHV��FRQWURO�WRZHU��1$9$,'V��KHOL-
pads may also be shown.

$LUSRUW�(OHYDWLRQ�DQG�7RXFKGRZQ�=RQH�(OHYDWLRQ

The airport elevation is shown enclosed within a box in the upper left corner of the sketch box and the touchdown zone 
elevation (TDZE) is shown in the upper right corner of the sketch box. The airport elevation is the highest point of an 
DLUSRUW¶V�XVDEOH�UXQZD\V�PHDVXUHG�LQ�IHHW�IURP�PHDQ�VHD�OHYHO��7KH�7'=(�LV�WKH�KLJKHVW�HOHYDWLRQ�LQ�WKH�¿UVW�������IHHW�RI�
the landing surface. Circling only approaches will not show a TDZE.
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AGL 2013 Financial Calendar
22 August 2012 2012 full year result and final dividend announced
30 August 2012 Ex-dividend trading commences
5 September 2012 Record date for 2012 final dividend
27 September 2012 Final dividend payable
23 October 2012 Annual General Meeting
27 February 20131 2013 interim result and interim dividend announced
28 August 20131 2013 full year results and final dividend announced 
1 Indicative dates only, subject to change/Board confirmation

AGL’s Annual General Meeting will be held at the City Recital Hall, Angel Place, Sydney 
commencing at 10.30am on Tuesday 23 October 2012.

Yesterday
Established in Sydney in 1837, and then 
known as The Australian Gas Light Company, 
the AGL business has an established history 
and reputation for serving the gas and 
electricity needs of Australian households. 
In 1841, when AGL supplied the gas to light 
the first public street lamp, it was reported 
in the Sydney Gazette as a “wonderful 
achievement of scientific knowledge, assisted 
by mechanical ingenuity.” Within two years, 
165 gas lamps were lighting the City of Sydney.

Looking back on 
175 years of 
looking forward.

AGL Energy Limited ABN 74 115 061 375
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signs, signals and road markings3

In chapter 2, you and your vehicle, you learned about 
some of the controls in your vehicle. This chapter is a handy 
reference section that gives examples of the most common 
signs, signals and road markings that keep traffic organized 
and flowing smoothly. 

Signs
There are three ways to read signs: by their shape, colour and 
the messages printed on them. Understanding these three ways 
of classifying signs will help you figure out the meaning of signs 
that are new to you. 

Stop Yield the right-of-way

Shows driving  
regulations

Explains lane use
School zone signs 
are fluorescent 
yellow-green

Tells about motorist 
services

Shows a permitted 
action

Shows an action that 
is not permitted

Warns of hazards 
ahead

Warns of  
construction zones

Railway crossing

Shows distance and 
direction

• Signs
 – regulatory signs
 – school, 
playground and 
crosswalk signs

 – lane use signs
 –  turn control signs
 –  parking signs
 –  reserved lane 
signs

 –  warning signs
 –  object markers
 –  construction 
signs

 – information and 
destination signs

 –  railway signs
• Signals

 – lane control 
signals

 – traffic lights
• Road markings

 – yellow lines
 – white lines
 – reserved lane 
markings

 – other markings

in this chapter

Figure 1: Four examples of complex page layouts across dif-
ferent document categories
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PDF document conversion, layout segmentation, object-detection,
data set, Machine Learning
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1 INTRODUCTION

Despite the substantial improvements achievedwithmachine-learning
(ML) approaches and deep neural networks in recent years, docu-
ment conversion remains a challenging problem, as demonstrated
by the numerous public competitions held on this topic [1–4]. The
challenge originates from the huge variability in PDF documents
regarding layout, language and formats (scanned, programmatic
or a combination of both). Engineering a single ML model that can
be applied on all types of documents and provides high-quality
layout segmentation remains to this day extremely challenging [5].
To highlight the variability in document layouts, we show a few
example documents from the DocLayNet dataset in Figure 1.

A key problem in the process of document conversion is to under-
stand the structure of a single document page, i.e. which segments
of text should be grouped together in a unit. To train models for this
task, there are currently two large datasets available to the com-
munity, PubLayNet [6] and DocBank [7]. They were introduced
in 2019 and 2020 respectively and significantly accelerated the im-
plementation of layout detection and segmentation models due to
their sizes of 300K and 500K ground-truth pages. These sizes were
achieved by leveraging an automation approach. The benefit of au-
tomated ground-truth generation is obvious: one can generate large
ground-truth datasets at virtually no cost. However, the automation
introduces a constraint on the variability in the dataset, because
corresponding structured source data must be available. PubLayNet
and DocBank were both generated from scientific document repos-
itories (PubMed and arXiv), which provide XML or LATEX sources.
Those scientific documents present a limited variability in their
layouts, because they are typeset in uniform templates provided by
the publishers. Obviously, documents such as technical manuals,
annual company reports, legal text, government tenders, etc. have
very different and partially unique layouts. As a consequence, the
layout predictions obtained from models trained on PubLayNet or
DocBank is very reasonable when applied on scientific documents.
However, for more artistic or free-style layouts, we see sub-par
prediction quality from these models, which we demonstrate in
Section 5.

In this paper, we present the DocLayNet dataset. It provides page-
by-page layout annotation ground-truth using bounding-boxes for
11 distinct class labels on 80863 unique document pages, of which
a fraction carry double- or triple-annotations. DocLayNet is similar
in spirit to PubLayNet and DocBank and will likewise be made
available to the public1 in order to stimulate the document-layout
analysis community. It distinguishes itself in the following aspects:

(1) Human Annotation: In contrast to PubLayNet and DocBank,
we relied on human annotation instead of automation ap-
proaches to generate the data set.

(2) Large Layout Variability: We include diverse and complex
layouts from a large variety of public sources.

(3) Detailed Label Set: We define 11 class labels to distinguish
layout features in high detail. PubLayNet provides 5 labels;
DocBank provides 13, although not a superset of ours.

(4) Redundant Annotations: A fraction of the pages in the Do-
cLayNet data set carry more than one human annotation.

1https://developer.ibm.com/exchanges/data/all/doclaynet

This enables experimentation with annotation uncertainty
and quality control analysis.

(5) Pre-defined Train-, Test- & Validation-set: Like DocBank, we
provide fixed train-, test- & validation-sets to ensure propor-
tional representation of the class-labels. Further, we prevent
leakage of unique layouts across sets, which has a large effect
on model accuracy scores.

All aspects outlined above are detailed in Section 3. In Section 4,
we will elaborate on how we designed and executed this large-scale
human annotation campaign. We will also share key insights and
lessons learned that might prove helpful for other parties planning
to set up annotation campaigns.

In Section 5, we will present baseline accuracy numbers for a
variety of object detection methods (Faster R-CNN, Mask R-CNN
and YOLOv5) trained on DocLayNet. We further show how the
model performance is impacted by varying the DocLayNet dataset
size, reducing the label set and modifying the train/test-split. Last
but not least, we compare the performance of models trained on
PubLayNet, DocBank and DocLayNet and demonstrate that a model
trained on DocLayNet provides overall more robust layout recovery.

2 RELATEDWORK

While early approaches in document-layout analysis used rule-
based algorithms and heuristics [8], the problem is lately addressed
with deep learningmethods. Themost common approach is to lever-
age object detection models [9–15]. In the last decade, the accuracy
and speed of these models has increased dramatically. Furthermore,
most state-of-the-art object detection methods can be trained and
applied with very little work, thanks to a standardisation effort
of the ground-truth data format [16] and common deep-learning
frameworks [17]. Reference data sets such as PubLayNet [6] and
DocBank provide their data in the commonly accepted COCO for-
mat [16].

Lately, new types of ML models for document-layout analysis
have emerged in the community [18–21]. These models do not
approach the problem of layout analysis purely based on an image
representation of the page, as computer vision methods do. Instead,
they combine the text tokens and image representation of a page
in order to obtain a segmentation. While the reported accuracies
appear to be promising, a broadly accepted data format which links
geometric and textual features has yet to establish.

3 THE DOCLAYNET DATASET

DocLayNet contains 80863 PDF pages. Among these, 7059 carry two
instances of human annotations, and 1591 carry three. This amounts
to 91104 total annotation instances. The annotations provide lay-
out information in the shape of labeled, rectangular bounding-
boxes. We define 11 distinct labels for layout features, namely Cap-
tion, Footnote, Formula, List-item, Page-footer, Page-header, Picture,
Section-header, Table, Text, and Title. Our reasoning for picking this
particular label set is detailed in Section 4.

In addition to open intellectual property constraints for the
source documents, we required that the documents in DocLayNet
adhere to a few conditions. Firstly, we kept scanned documents

https://developer.ibm.com/exchanges/data/all/doclaynet
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Figure 2: Distribution of DocLayNet pages across document
categories.

to a minimum, since they introduce difficulties in annotation (see
Section 4). As a second condition, we focussed on medium to large
documents (> 10 pages) with technical content, dense in complex
tables, figures, plots and captions. Such documents carry a lot of
information value, but are often hard to analyse with high accuracy
due to their challenging layouts. Counterexamples of documents
not included in the dataset are receipts, invoices, hand-written
documents or photographs showing “text in the wild".

The pages in DocLayNet can be grouped into six distinct cate-
gories, namely Financial Reports,Manuals, Scientific Articles, Laws &
Regulations, Patents and Government Tenders. Each document cate-
gory was sourced from various repositories. For example, Financial
Reports contain both free-style format annual reports2 which ex-
pose company-specific, artistic layouts as well as the more formal
SEC filings. The two largest categories (Financial Reports and Man-
uals) contain a large amount of free-style layouts in order to obtain
maximum variability. In the other four categories, we boosted the
variability by mixing documents from independent providers, such
as different government websites or publishers. In Figure 2, we
show the document categories contained in DocLayNet with their
respective sizes.

We did not control the document selection with regard to lan-
guage. The vast majority of documents contained in DocLayNet
(close to 95%) are published in English language. However, Do-
cLayNet also contains a number of documents in other languages
such as German (2.5%), French (1.0%) and Japanese (1.0%). While
the document language has negligible impact on the performance
of computer vision methods such as object detection and segmenta-
tion models, it might prove challenging for layout analysis methods
which exploit textual features.

To ensure that future benchmarks in the document-layout analy-
sis community can be easily compared, we have split up DocLayNet
into pre-defined train-, test- and validation-sets. In this way, we can
avoid spurious variations in the evaluation scores due to random
splitting in train-, test- and validation-sets. We also ensured that
less frequent labels are represented in train and test sets in equal
proportions.

2e.g. AAPL from https://www.annualreports.com/

Table 1 shows the overall frequency and distribution of the labels
among the different sets. Importantly, we ensure that subsets are
only split on full-document boundaries. This avoids that pages of
the same document are spread over train, test and validation set,
which can give an undesired evaluation advantage to models and
lead to overestimation of their prediction accuracy. We will show
the impact of this decision in Section 5.

In order to accommodate the different types of models currently
in use by the community, we provide DocLayNet in an augmented
COCO format [16]. This entails the standard COCO ground-truth
file (in JSON format) with the associated page images (in PNG
format, 1025×1025 pixels). Furthermore, custom fields have been
added to each COCO record to specify document category, original
document filename and page number. In addition, we also provide
the original PDF pages, as well as sidecar files containing parsed
PDF text and text-cell coordinates (in JSON). All additional files are
linked to the primary page images by their matching filenames.

Despite being cost-intense and far less scalable than automation,
human annotation has several benefits over automated ground-
truth generation. The first and most obvious reason to leverage
human annotations is the freedom to annotate any type of doc-
ument without requiring a programmatic source. For most PDF
documents, the original source document is not available. The lat-
ter is not a hard constraint with human annotation, but it is for
automated methods. A second reason to use human annotations is
that the latter usually provide a more natural interpretation of the
page layout. The human-interpreted layout can significantly devi-
ate from the programmatic layout used in typesetting. For example,
“invisible” tables might be used solely for aligning text paragraphs
on columns. Such typesetting tricks might be interpreted by au-
tomated methods incorrectly as an actual table, while the human
annotation will interpret it correctly as Text or other styles. The
same applies to multi-line text elements, when authors decided to
space them as “invisible” list elements without bullet symbols. A
third reason to gather ground-truth through human annotation is
to estimate a “natural” upper bound on the segmentation accuracy.
As we will show in Section 4, certain documents featuring complex
layouts can have different but equally acceptable layout interpre-
tations. This natural upper bound for segmentation accuracy can
be found by annotating the same pages multiple times by different
people and evaluating the inter-annotator agreement. Such a base-
line consistency evaluation is very useful to define expectations
for a good target accuracy in trained deep neural network models
and avoid overfitting (see Table 1). On the flip side, achieving high
annotation consistency proved to be a key challenge in human
annotation, as we outline in Section 4.

4 ANNOTATION CAMPAIGN

The annotation campaign was carried out in four phases. In phase
one, we identified and prepared the data sources for annotation.
In phase two, we determined the class labels and how annotations
should be done on the documents in order to obtain maximum con-
sistency. The latter was guided by a detailed requirement analysis
and exhaustive experiments. In phase three, we trained the annota-
tion staff and performed exams for quality assurance. In phase four,
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Table 1: DocLayNet dataset overview. Along with the frequency of each class label, we present the relative occurrence (as %
of row “Total”) in the train, test and validation sets. The inter-annotator agreement is computed as the mAP@0.5-0.95 metric
between pairwise annotations from the triple-annotated pages, from which we obtain accuracy ranges.

% of Total triple inter-annotator mAP @ 0.5-0.95 (%)
class label Count Train Test Val All Fin Man Sci Law Pat Ten
Caption 22524 2.04 1.77 2.32 84-89 40-61 86-92 94-99 95-99 69-78 n/a
Footnote 6318 0.60 0.31 0.58 83-91 n/a 100 62-88 85-94 n/a 82-97
Formula 25027 2.25 1.90 2.96 83-85 n/a n/a 84-87 86-96 n/a n/a
List-item 185660 17.19 13.34 15.82 87-88 74-83 90-92 97-97 81-85 75-88 93-95
Page-footer 70878 6.51 5.58 6.00 93-94 88-90 95-96 100 92-97 100 96-98
Page-header 58022 5.10 6.70 5.06 85-89 66-76 90-94 98-100 91-92 97-99 81-86
Picture 45976 4.21 2.78 5.31 69-71 56-59 82-86 69-82 80-95 66-71 59-76
Section-header 142884 12.60 15.77 12.85 83-84 76-81 90-92 94-95 87-94 69-73 78-86
Table 34733 3.20 2.27 3.60 77-81 75-80 83-86 98-99 58-80 79-84 70-85
Text 510377 45.82 49.28 45.00 84-86 81-86 88-93 89-93 87-92 71-79 87-95
Title 5071 0.47 0.30 0.50 60-72 24-63 50-63 94-100 82-96 68-79 24-56
Total 1107470 941123 99816 66531 82-83 71-74 79-81 89-94 86-91 71-76 68-85

Figure 3: Corpus Conversion Service annotation user inter-
face. The PDF page is shown in the background, with over-
laid text-cells (in darker shades). The annotation boxes can
be drawn by dragging a rectangle over each segment with
the respective label from the palette on the right.

we distributed the annotation workload and performed continuous
quality controls. Phase one and two required a small team of experts
only. For phases three and four, a group of 40 dedicated annotators
were assembled and supervised.

Phase 1: Data selection and preparation. Our inclusion cri-
teria for documents were described in Section 3. A large effort went
into ensuring that all documents are free to use. The data sources

include publication repositories such as arXiv3, government offices,
company websites as well as data directory services for financial
reports and patents. Scanned documents were excluded wherever
possible because they can be rotated or skewed. This would not
allow us to perform annotation with rectangular bounding-boxes
and therefore complicate the annotation process.

Preparation work included uploading and parsing the sourced
PDF documents in the Corpus Conversion Service (CCS) [22], a
cloud-native platform which provides a visual annotation interface
and allows for dataset inspection and analysis. The annotation in-
terface of CCS is shown in Figure 3. The desired balance of pages
between the different document categories was achieved by se-
lective subsampling of pages with certain desired properties. For
example, we made sure to include the title page of each document
and bias the remaining page selection to those with figures or
tables. The latter was achieved by leveraging pre-trained object
detection models from PubLayNet, which helped us estimate how
many figures and tables a given page contains.

Phase 2: Label selection and guideline.We reviewed the col-
lected documents and identified the most common structural fea-
tures they exhibit. This was achieved by identifying recurrent layout
elements and lead us to the definition of 11 distinct class labels.
These 11 class labels are Caption, Footnote, Formula, List-item, Page-
footer, Page-header, Picture, Section-header, Table, Text, and Title.
Critical factors that were considered for the choice of these class
labels were (1) the overall occurrence of the label, (2) the specificity
of the label, (3) recognisability on a single page (i.e. no need for
context from previous or next page) and (4) overall coverage of the
page. Specificity ensures that the choice of label is not ambiguous,
while coverage ensures that all meaningful items on a page can
be annotated. We refrained from class labels that are very specific
to a document category, such as Abstract in the Scientific Articles
category. We also avoided class labels that are tightly linked to the
semantics of the text. Labels such as Author and Affiliation, as seen
in DocBank, are often only distinguishable by discriminating on
3https://arxiv.org/

https://arxiv.org/
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