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Introduction

➯ Hyperbolic spaces have recently gained prominence for representation learn-
ing in graph processing tasks such as link prediction and node classification.

➯ However, research and development in graph modeling currently involve sev-
eral tedious tasks with a scope of standardization including data processing,
parameter configuration, optimization tricks, and unavailability of public code-
bases.

➯ With the proliferation of new tasks, there is a need in the community for a
unified framework that eases the development and analysis of both Euclidean
and hyperbolic graph networks.

➯ We present a novel framework, GraphZoo, that makes learning, designing
and applying graph processing pipelines/models systematic through abstrac-
tion over the redundant components.

➯ Using GraphZoo, researchers can:

❒ Systematically train models by using the training/testing pipelines that in-
clude graph data pre-processors, off-the-shelf state-of-the-art layers, mod-
els, optimization methods, objective functions, and standard evaluation
pipelines for both Euclidean and hyperbolic spaces.

❒ Quickly develop new models with the help of APIs to various graph-based
hyperbolic/Euclidean layers and manifolds.

❒ Compare new models against state-of-the-art baselines on standard
datasets with the help of pre-defined evaluation pipelines.

❒ Perform hyper-parameter tuning by parallelly running a rapid grid search
over a set of configuration files.

GraphZoo Library

Fig. 1: An overview of the GraphZoo library.

The overall architecture of the framework is given in Figure 1. The framework
aids the three stages of model development, namely, data preparation, model
construction, and evaluation. In our library, as shown in Figure 2, these three
modules are independent of each other.

➯ The library provides a number of pre-processed datasets, popular neural networks
(such as graph neural networks and hyperbolic neural network models) as well as task-
specific evaluation metrics and loss functions.

➯ Moreover, it is convenient to change various parameters related to data preparation,
hyper-parameter tuning, and model selection in the library during experimentation.

➯ The framework also eases the process of training and testing models on new datasets
and creating novel graph processing frameworks.

Fig. 2: An overview of the GraphZoo library.

GraphZoo Investigator

Fig. 3: A GraphZoo code snippet to run H-GCN model for node classification task on CORA dataset.

➯ The GraphZoo investigator provides an interactive notebook interface for new users to
easily configure and run models which are already implemented to learn and explore
state-of-the art graph neural network models.

➯ A comprehensive tutorial including theoretical descriptions and implementation details
of various model components is provided for speedy initiation of new researchers into
the development framework.

Figure 3 provides an example code snippet from the library to train H-GCN on CORA dataset
for the node classification task.

Reproducibility Experiments

➯ We reproduce the results of various baselines for the downstream tasks of
node classification and link prediction in networks. We also perform time
and memory analysis of the models to show the efficiency of our library.

➯ From the results, provided in Table 2, we note that we are able to reproduce
the baseline results (within a margin of error).

➯ Table 3, which presents the time and memory required by the algorithms,
clearly shows that the requirements are in line with the original implemen-
tation

Conclusion

➯ We presented GraphZoo, a versatile library which helps in systematically
learning, using and designing graph processing pipelines.

➯ While there has been considerable amount of work done for each of the
independent modules/models, this methodical way of combining them en-
ables the framework to quickly deliver what can be of significant value to the
researchers working with graphs.
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