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Overview
1. Summary of monitoring applications
2. Data sources
3. Data contents
4. Usage
5. Future plans
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Category of current monitoring tools 
1. Monitor for smooth data operation (WMStats, WMAgent Monitor, Dashboard)

a. Monitors system healthiness
b. Spots the problems as early as possible
c. Provides helpful information for the cause of the problem 
d. Provides validation on data produced
e. Delivers the information in real time (or close to real time) 
f. Short term transient data

2. Monitor for statistics, analytics and reports (WMArchive, Dashboard)
a. Provides different perspective of data spanning a longer period of time
b. Helps to spot hidden problems which couldn’t be detected in short term
c. Provides statistics that help determine long term strategy
d. Long term permanent data

3



WMStats WMArchive Dashboard WMAgent Mon

Usage Trouble 
shooting, Alarm, 

Stats, Analytics Stats Stats.

Data lifetime Transient (only 
keeps the 
current 
snapshot)

Permanent Semi 
Permanent?

Permanent 

Contents Job summary 
by Tasks. 
Partial FWJRs 
for only failed 
jobs
All the request 
properties 

All the FWJRs Task, Job, 
NCore, exit 
code, site, cpu 
time. Wall clock 
time

Job summary 
by WMAgent, 
Site, WQ

Delay ~10 min ~1hour - 1day ~10 min? ~10 min
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Data sources

1. WMStats: (every 10 min) 
a. Data from job summary and subset of FWJR for failed jobs

2. WMArchive: (every 10 min),
a.  Bulk FWJR update from couchdb

3. WMAgent Monitor:(every 10 min - still not in production)
a. Work overview (also distributed by site, priority, status) from global workqueue couchDB
b. Work overview from WMAgent (both local workqueue and WMBS)

4. Dashboard: 
a. From ReqMgr2,  WMAgent and worker node when job status is changed
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      Monitoring Applications (content and source)
1. WMStats: summaries of job statistics by request/task and by agent, plus subset of FWJRs for only 
failed jobs - local WMAgent CouchDB - can lose the data

2. WMArchive: collection of all the framework job report - local WMAgent CouchDB - can lose the data

3. Dashboard: job stats (partially from by requests (keeps the data) - live update, when job is changing its 
status - can lose the data

4. WMAgent Monitor: job statistics by agents (not by task)- from WMAgent WMBS - consistent 
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1. WMArchive: all data (fwjr + agent/request meta data)

https://github.com/dmwm/WMArchive/blob/master/src/python/WMArchive/Schemas/FWJRProduction.py

       Unique data: Performance, (CPU, Read, Write etc) - step level information

       Not available Data: Current running jobs. WMArchive only collects the data when jobs are finished. 
some of the Request Properties, (Total events/lumis, output dataset, priority),  WQ elements related to 
jobs,

2.  WMStats: (summary + all failed job reports) - transient

      Unique data: Request properties, output datasets, Total events/lumis

      Not available data: individual job info for the successful job

     Common data: site, job status, few performance matics, event, lumis, priority, exitcode information
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3. WMAgent Monitor: (summary)

   Unique data: WQE information, job with priority by site and agent, site threshold information.

   Not available Data: some of the Request Properties, (Total events/lumis, Output dataset, priority), data 
by request and task.

   The information can be used for the job submission decision making for balancing work.

4.  Dashboard: (all data)

   Unique data: Site pledge,  CPUBound, IOBound and site status for production (not from wmagent)

   Not available data: performance matrix

   Common data: site, job status, few performance matics, exitcode information
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Data inconsistency
1. Different data sources - couch db, wmbs, live data
2. Time delay of data update
3. Missing data - Only WMBS is the consistent data source. (If couch updates fails, won’t be retried)
4. Difference in  job counting - WMArchive counts all the the jobs including retries. Other applications 

consider retry jobs as the same job. (i.e. WMArchive counts 2 job failures and one successful job if a 
job is retried 3 times and succeed eventually. In the same case, WMStats and Dashboard count that 
as 1 successful job).

5. Error code difference - Dashboard only record errors in the worker node. WMStats/WMArchive 
preserve all the errors in different layer. (But only provide search for top level errors)

Except 4, 5 cases,  the difference of job stats shouldn’t be excessive.
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Usage of the different monitors

WMStats: Agent Monitoring 
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WMStats: Error/Warning logs by request
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WMStats Alarms
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WMStats: Debugging
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WMStats: Request Summary
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WMArchive: Stats/Analytics
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WMArchive: Jobs per sites
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WMArchive: performance matrix
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WMAgent Monitor (Stats/Alarms in short term)

See talk from Fall16 O&C: 
https://indico.cern.ch/event/581102/contributions/2369013/attachments/1369212/2075742/WMA_Monit_Fall16.pdf
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WMAgent Monitor (Stats/Alarms in short term)
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WMAgent Monitor (Stats/Alarms in short term)
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Dashboard (Agent monitor)
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Dashboard (request monitor)
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Other monitors (Unified, Prodmon, GMSMon, ElasticSearch)

Some of these tools can be integrated with other applications and should get an official support. (not a 
complete list)

1. Unified monitoring: Data operation supporting tool, Identify the problems and report. Also provide 
link for all the relevant monitoring applications (https://vocms049.cern.ch/unified/)

2. Prodmon: Provide statistics for overall request in different catagories in given time period 
(https://dmytro.web.cern.ch/dmytro/cmsprodmon/)

3. GMSMon: Provide the statistics base on the data from condor global pool 
(https://cms-gwmsmon.cern.ch/)

4. ElasticSearch CMS: https://es-cms.cern.ch/kibana/app/kibana
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Future plans

1. Need to survey currently used monitoring tools and provide single entry point 
with a description about scope and usage for each tools.

2. Identify duplicate features and combine/streamline tools for better support 
(long term) 

3. Automate some of the data operational work. (Identify problems, report to the 
proper parties with helpful information)
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Midterm development plan

1. Improve alarms in WMStats: (stuck workflow, failed workflow, site failure - port 
from unified monitor) 

2. Add more error/warning logs during the lifetime of the request in wmstats

3. Provide access to the log files (condor log, error, out)

4. Improve debugging by retrieving more accurate information for failed job logs

5. Add the monitor with site perspective. (WMAgent Monitor - data is already 
collected)

6. WMArchive plan - next presentation
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References
1. WMStats

  https://cmsweb.cern.ch/wmstats/
2. WMArchive

https://cmsweb.cern.ch/wmarchive/web/performance
       https://monit-kibana.cern.ch/kibana/goto/5390243b9703ef913d61e9bc91a0c125
       https://monit-kibana.cern.ch/kibana/goto/8fc609f77944a1f378852cd65a0961f5
3. WMAgent monitor
 https://monit-grafana.cern.ch/dashboard/db/wmagent-view-1?orgId=11&from=now-1d&to=now&refresh=30m

4.     Dashboard
https://dashb-cms-job.cern.ch/dashboard/templates/web-job2/

4.     CSP report instruction
https://twiki.cern.ch/twiki/bin/view/CMS/CompOpsPRCSP
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