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1 Introduction/Administrivia

• Course website: http://www.cs.uiuc.edu/class/sp11/cs598csc/.

• Recommended books:

– The Design of Approximation Algorithms by David Shmoys and David Williamson,
Cambridge University Press, coming in 2011. Free online copy available at http:
//www.designofapproxalgs.com/.

– Approximation Algorithms by Vijay Vazirani, Springer-Verlag, 2004.

• 6 homework sets, the first 3 required. The last 3 sets can be replaced by a project.

Course Objectives

1. To appreciate that not all intractable problems are the same. NP optimization problems,
identical in terms of exact solvability, can appear very different from the approximation
point of view. This sheds light on why, in practice, some optimization problems (such as
Knapsack) are easy, while others (like Clique) are extremely difficult.

2. To learn techniques for design and analysis of approximation algorithms, via some fundamen-
tal problems.

3. To build a toolkit of broadly applicable algorithms/heuristics that can be used to solve a
variety of problems.

4. To understand reductions between optimization problems, and to develop the ability to relate
new problems to known ones.

The complexity class P contains the set of problems that can be solved in polynomial time.
From a theoretical viewpoint, this describes the class of tractable problems, that is, problems that
can be solved efficiently. The class NP is the set of problems that can be solved in non-deterministic
polynomial time, or equivalently, problems for which a solution can be verified in polynomial time.
NP contains many interesting problems that often arise in practice, but there is good reason to
believe P 6= NP. That is, it is unlikely that there exist algorithms to solve NP optimization
problems efficiently, and so we often resort to heuristic methods to solve these problems.

Heuristic approaches include backtrack search and its variants, mathematical programming
methods, local seach, genetic algorithms, tabu search, simulated annealing etc. Some methods are
guaranteed to find an optimal solution, though they may take exponential time; others are guaran-
teed to run in polynomial time, though they may not return an optimal solution. Approximation
algorithms fall in the latter category; however, though they do not find an optimal solution, we can
give guarantees on the quality of the solution found.

http://www.cs.uiuc.edu/class/sp11/cs598csc/
http://www.designofapproxalgs.com/
http://www.designofapproxalgs.com/


Approximation Ratio

To give a guarantee on solution quality, one must first define what we mean by the quality of a
solution. We discuss this more carefully in the next lecture; for now, note that each instance of an
optimization problem has a set of feasible solutions. The optimization problems we consider have
an objective function which assigns a (real/rational) number/value to each feasible solution of
each instance I. The goal is to find a feasible solution with minimum objective function value or
maximum objective function value. The former problems are minimization problems and the latter
are maximization problems.

For each instance I of a problem, let OPT(I) denote the value of an optimal solution to
instance I. We say that an algorithm A is an α-approximation algorithm for a problem if, for
every instance I, the value of the feasible solution returned by A is within a (multiplicative) factor
of α of OPT(I). Equivalently, we say that A is an approximation algorithm with approximation
ratio α. For a minimization problem we would have α ≥ 1 and for a maximization problem we
would have α ≤ 1. However, it is not uncommon to find in the literature a different convention for
maximization problems where one says that A is an α-approximation algorithm if the value of the
feasible solution returned by A is at least 1

α ·OPT(I); the reason for using convention is so that
approximation ratios for both minimization and maximization problems will be ≥ 1. In this course
we will for the most part use the convention that α ≥ 1 for minimization problems and α ≤ 1 for
maximization problems.

Remarks:

1. The approximation ratio of an algorithm for a minimization problem is the maximum (or
supremum), over all instances of the problem, of the ratio between the values of solution
returned by the algorithm and the optimal solution. Thus, it is a bound on the worst-case
performance of the algorithm.

2. The approximation ratio α can depend on the size of the instance I, so one should technically
write α(|I|).

3. A natural question is whether the approximation ratio should be defined in an additive sense.
For example, an algorithm has an α-approximation for a minimization problem if it outputs
a feasible solution of value at most OPT(I) +α for all I. This is a valid definition and is the
more relevant one in some settings. However, for many NP problems it is easy to show that
one cannot obtain any interesting additive approximation (unless of course P = NP ) due to
scaling issues. We will illustrate this via an example later.

Pros and cons of the approximation approach:

Some advantages to the approximation approach include:

1. It explains why problems can vary considerably in difficulty.

2. The analysis of problems and problem instances distinguishes easy cases from difficult ones.

3. The worst-case ratio is robust in many ways. It allows reductions between problems.

4. Algorithmic ideas/tools are valuable in developing heuristics, including many that are prac-
tical and effective.



As a bonus, many of the ideas are beautiful and sophisticated, and involve connections to other
areas of mathematics and computer science.

Disadvantages include:

1. The focus on worst-case measures risks ignoring algorithms or heuristics that are practical or
perform well on average.

2. Unlike, for example, integer programming, there is often no incremental/continuous tradeoff
between the running time and quality of solution.

3. Approximation algorithms are often limited to cleanly stated problems.

4. The framework does not (at least directly) apply to decision problems or those that are
inapproximable.

Approximation as a broad lens

The use of approximation algorithms is not restricted solely to NP-Hard optimization problems.
In general, ideas from approximation can be used to solve many problems where finding an exact
solution would require too much of any resource.

A resource we are often concerned with is time. Solving NP-Hard problems exactly would (to
the best of our knowledge) require exponential time, and so we may want to use approximation
algorithms. However, for large data sets, even polynomial running time is sometimes unacceptable.
As an example, the best exact algorithm known for the Matching problem in general graphs
requires O(n3) time; on large graphs, this may be not be practical. In contrast, a simple greedy
algorithm takes near-linear time and outputs a matching of cardinality at least 1/2 that of the
maximum matching; moreover there have been randomized sub-linear time algorithms as well.

Another often limited resource is space. In the area of data streams/streaming algorithms, we
are often only allowed to read the input in a single pass, and given a small amount of additional
storage space. Consider a network switch that wishes to compute statistics about the packets that
pass through it. It is easy to exactly compute the average packet length, but one cannot compute
the median length exactly. Surprisingly, though, many statistics can be approximately computed.

Other resources include programmer time (as for the Matching problem, the exact algorithm
may be significantly more complex than one that returns an approximate solution), or communi-
cation requirements (for instance, if the computation is occurring across multiple locations).

2 The Steiner Tree Problem

In the Steiner Tree problem, the input is a graph G(V,E), together with a set of terminals
S ⊆ V , and a cost c(e) for each edge e ∈ E. The goal is to find a minimum-cost tree that connects
all terminals, where the cost of a subgraph is the sum of the costs of its edges.

The Steiner Tree problem is NP-Hard, and also APX-Hard [2]. The latter means that there
is a constant δ > 1 such that it is NP-Hard to approximate the solution to within a ratio of less
than δ; it is currently known that it is hard to approximate the Steiner Tree problem to within
a ratio of 95/94 [5].1

1Variants of the Steiner Tree problem, named after Jakob Steiner, have been studied by Fermat, Weber, and
others for centuries. The front cover of the course textbook contains a reproduction of a letter from Gauss to
Schumacher on a Steiner tree question.



Note: If |S| = 2 (that is, there are only 2 terminals), an optimal Steiner Tree is simply a shortest
path between these 2 terminals. If S = V (that is, all vertices are terminals), an optimal solution
is simply a minimum spanning tree of the input graph. In both these cases, the problem can be
solved exactly in polynomial time.

Question: Can you find an efficient algorithm to exactly solve the Steiner Tree problem with 3
terminals? How about the case when |S| is a fixed constant?

Observe that to solve the Steiner Tree problem on a graph G, it suffices to solve it on the
metric completion of G, defined below. (Why is this true?)

Definition: Given a connected graph G(V,E) with edge costs, the metric completion of G is a
complete graph H(V,E′) such that for each u, v ∈ V , the cost of edge uv in H is the cost of the
shortest path in G from u to v.

The graph H with edge costs is metric, because the edge costs satisfy the triangle inequality:
∀u, v, w, cost(uv) ≤ cost(uw) + cost(wv).
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Figure 1: On the left, a graph. On the right, its metric completion, with new edges and modified
edge costs in red.

We now look at two approximation algorithms for the Steiner Tree problem.

2.1 The MST Algorithm

The following algorithm, with an approximation ratio of (2− 2/|S|) is due to [12]:

SteinerMST(G(V,E), S ⊆ V ):
Let H(V,E′)← metric completion of G.
Let T ← MST of H[S].
Output T .

(Here, we use the notation H[S] to denote the subgraph of H induced by the set of terminals S.)

The following lemma is central to the analysis of the algorithm SteinerMST.

Lemma 1 For any instance I of Steiner Tree, let H denote the metric completion of the graph,
and S the set of terminals. There exists a spanning tree in H[S] (the graph induced by terminals)
of cost at most 2(1− 1

|S|)OPT, where OPT is the cost of an optimal solution to instance I.
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Figure 2: Illustrating the MST Heuristic for Steiner Tree

Before we prove the lemma, we note that if there exists some spanning tree in H[S] of cost at
most 2(1− 1

|S|)OPT, the minimum spanning tree has at most this cost. Therefore, Lemma 1 implies
that the algorithm SteinerMST is a 2(1− 1

|S|)-approximation for the Steiner Tree problem.

Proof of Lemma 1. Let T ∗ denote an optimal solution in H to the given instance, with cost
c(T ∗). Double all the edges of T ∗ to obtain an Eulerian graph, and fix an Eulerian Tour W of
this graph. (See Fig. 3 above.) Now, shortcut edges of W to obtain a tour W ′ of the vertices
in T ∗ in which each vertex is visited exactly once. Again, shortcut edges of W ′ to eliminate all
non-terminals; this gives a walk W ′′ that visits each terminal exactly once.

Optimal Tree T ∗
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Blue edges show shortcut tour W ′ Red edges show shortcut walk W ′′ on terminals

Figure 3: Doubling edges of T ∗ and shortcutting gives a low-cost spanning tree on terminals.

It is easy to see that c(W ′′) ≤ c(W ′) ≤ c(W ) = 2c(T ∗), where the inequalities follow from
the fact that by shortcutting, we can only decrease the length of the walk. (Recall that we are
working in the metric completion H.) Now, delete the heaviest edge of W ′′ to obtain a path
through all the terminals in S, of cost at most (1− 1

|S|)c(W
′′). This path is a spanning tree of the

terminals, and contains only terminals; therefore, there exists a spanning tree in H[S] of cost at
most 2(1− 1

|S|)c(T
∗). 2



A tight example: The following example (Fig. 4 below) shows that this analysis is tight; there
are instances of Steiner Tree where the SteinerMST algorithm finds a tree of cost 2(1− 1

S )OPT.
Here, each pair of terminals is connected by an edge of cost 2, and each terminal is connected to
the central non-terminal by an edge of cost 1. The optimal tree is a star containing the central
non-terminal, with edges to all the terminals; it has cost |S|. However, the only trees in H[S] are
formed by taking |S| − 1 edges of cost 2; they have cost 2(|S| − 1).
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Figure 4: A tight example for the SteinerMST algorithm

2.2 The Greedy/Online Algorithm

We now describe another simple algorithm for the Steiner Tree problem, due to [9]:

GreedySteiner(G(V,E), S ⊆ V ):
Let {s1, s2, . . . s|S|} be an arbitrary ordering of the terminals.
Let T ← {s1}
For (i from 2 to |S|):

Let Pi be the shortest path in G from si to T .
Add Pi to T .

GreedySteiner is a dlog2 |S|e-approximation algorithm; here, we prove a slightly weaker
result.

Theorem 2 The algorithm GreedySteiner has an approximation ratio of 2H|S| ≈ 2 ln |S|, where
Hi =

∑i
j=1 1/j denotes the i’th harmonic number.

Note that this is an online algorithm; terminals are considered in an arbitrary order, and when a
terminal is considered, it is immediately connected to the existing tree. Thus, even if the algorithm
could not see the entire input at once, but instead terminals were revealed one at a time and the
algorithm had to produce a Steiner tree at each stage, the algorithm GreedySteiner outputs a
tree of cost no more than O(log |S|) times the cost of the optimal tree.

To prove Theorem 2, we introduce some notation. Let c(i) denote the cost of the path Pi
used in the ith iteration to connect the terminal si to the already existing tree. Clearly, the total
cost of the tree is

∑|S|
i=1 c(i). Now, let {i1, i2, . . . i|S|} be a permutation of {1, 2, . . . |S|} such that

c(i1) ≥ c(i2) ≥ . . . ≥ c(i|S|). (That is, relabel the terminals in decreasing order of the cost paid to
connect them to the tree that exists when they are considered by the algorithm.)



Claim 3 For all j, the cost c(ij) is at most 2OPT/j, where OPT is the cost of an optimal solution
to the given instance.

Proof: Suppose by way of contradiction this were not true; since sij is the terminal with jth highest
cost of connection, there must be j terminals that each pay more than 2OPT/j to connect to the
tree that exists when they are considered. Let S′ = {si1 , si2 , . . . sij} denote this set of terminals.

We argue that no two terminals in S′∪{s1} are within distance 2OPT/j of each other. If some
pair x, y were within this distance, one of these terminals (say y) must be considered later by the
algorithm than the other. But then the cost of connecting y to the already existing tree (which
includes x) must be at most 2OPT/j, and we have a contradiction.

Therefore, the minimum distance between any two terminals in S′ ∪ {s1} must be greater than
2OPT/j. Since there must be j edges in any MST of these terminals, an MST must have cost
greater than 2OPT. But the MST of a subset of terminals cannot have cost more than 2OPT,
exactly as argued in the proof of Lemma 1. Therefore, we obtain a contradiction. 2

Given this claim, it is easy to prove Theorem 2.

|S|∑
i=1

c(i) =
|S|∑
j=1

c(ij) ≤
|S|∑
j=1

2OPT

j
= 2OPT

|S|∑
j=1

1
j

= 2H|S| ·OPT.

Question: Give an example of a graph and an ordering of terminals such that the output of the
Greedy algorithm is Ω(log |S|)OPT.

Remark: We emphasize again that the analysi above holds for every ordering of the terminals. A
natural variant might be to adaptively order the terminals so that in each iteration i , the algorithm
picks the terminal si to be the one closest to the already existing tree T built in the first i iterations.
Do you see that this is equivalent to using the MST Heuristic with Prim’s algorithm for MST? This
illustrates the need to be careful in the design and analysis of heuristics.

Other Results on Steiner Trees

The 2-approximation algorithm using the MST Heuristic is not the best approximation algorithm
for the Steiner Tree problem currently known. Some other results on this problem are listed
below.

1. The first algorithm to obtain a ratio of better than 2 was due to due to Alexander Zelikovsky
[13]; the approximation ratio of this algorithm was 11/6 ≈ 1.83. Until very recently the
best known approximation ratio in general graphs is 1 + ln 3

2 ≈ 1.55; this is achieved by an
algorithm of [11] that combines the MST heuristic with Local Search. Very recently Byrka
et al. gave an algorithm with an approximation ratio of 1.39 [4] which is currently the best
known for this problem.

2. The bidirected cut LP relaxation for the Steiner Tree was proposed by [7]; it has an
integrality gap of at most 2(1 − 1

|S|), but it is conjectured that the gap is smaller. No
algorithm is currently known that exploits this LP relaxation to obtain an approximation
ratio better than that of the SteinerMST algorithm. Though the true integrality gap is not
known, there are examples due to [8, 10] that show it is at least 8/7 ≈ 1.14.



3. For many applications, the vertices can be modeled as points on the plane, where the distance
between them is simply the Euclidean distance. The MST-based algorithm performs fairly
well on such instances; it has an approximation ratio of 2/

√
3 ≈ 1.15 [6]. An example which

achieves this bound is three points at the corners of an equilateral triangle, say of side-length
1; the MST heuristic outputs a tree of cost 2 (two sides of the triangle) while the optimum
solution is to connect the three points to a Steiner vertex which is the circumcenter of the
triangle. One can do better still for instances in the plane (or in any Euclidean space of
small-dimensions); for any ε > 0, there is a 1 + ε-approximation algorithm that runs in
polynomial time [1]. Such an approximation scheme is also known for planar graphs [3] and
more generally bounded-genus graphs.
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In the previous lecture, we had a quick overview of several basic aspects of approximation

algorithms. We also addressed approximation (both offline and online) algorithms for the Steiner
Tree Problem. In this lecture, we explore another important problem – the Traveling Salesperson
Problem (TSP).

1 The Traveling Salesperson Problem (TSP)

1.1 TSP in Undirected Graphs

In the Traveling Salesperson Problem (TSP), we are given an undirected graph G = (V,E) and
cost c(e) > 0 for each edge e ∈ E. Our goal is to find a Hamiltonian cycle with minimum cost. A
cycle is said to be Hamiltonian if it visits every vertex in V exactly once.

TSP is known to be NP-Hard. Moreover, we cannot hope to find a good approximation al-
gorithm for it unless P = NP . This is because if one can give a good approximation solution to
TSP in polynomial time, then we can exactly solve the NP-Complete Hamiltonian cycle problem
(HAM) in polynomial time, which is not possible unless P = NP . Recall that HAM is a decision
problem: given a graph G = (V,E), does G have a Hamiltonian cycle?

Theorem 1 ([3]) Let α : N→ N be a polynomial-time computable function. Unless P = NP there
is no polynomial-time algorithm that on every instance I of TSP outputs a solution of cost at most
α(|I|) ·OPT(I).

Proof: For the sake of contradiction, suppose we have an approximation algorithm A for TSP with
an approximation ratio α(|I|). We show a contradiction by showing that using A, we can exactly
solve HAM in polynomial time. Let G = (V,E) be the given instance of HAM. We create a new
graph H = (V,E′) with cost c(e) for each e ∈ E′ such that c(e) = 1 if e ∈ E, otherwise c(e) = B,
where B = nα(n) + 2 and n = |V |. Note that this is a polynomial-time reduction since α is a
polynomial-time computable function.

We observe that if G has a Hamiltonian cycle, OPT = n, otherwise OPT ≥ n − 1 + B ≥
nα(n) + 1. (Here, OPT denotes the cost of an optimal TSP solution in H.) Note that there
is a “gap” between when G has a Hamiltonian cycle and when it does not. Thus, if A has an
approximation ratio of α(n), we can tell whether G has a Hamiltonian cycle or not: Simply run A
on the graph H; if A returns a TSP tour in H of cost at most α(n)n output that G has a Hamilton
cycle, otherwise output that G has no Hamilton cycle. We leave it as an exercise to formally verify
that this would solve HAM in polynomial time. 2

Since we cannot even approximate the general TSP problem, we consider more tractable vari-
ants.

• Metric-TSP: In Metric-TSP, the instance is a complete graph G = (V,E) with cost c(e) on
e ∈ E, where c satisfies the triangle inequality, i.e. c(uw) ≤ c(uv)+ c(vw) for any u, v, w ∈ V .



• TSP-R: TSP with repetitions of vertices allowed. The input is a graph G = (V,E) with
non-negative edge costs as in TSP. Now we seek a minimum-cost walk that visits each vertex
at least once and returns to the starting vertex.

Exercise: Show that an α-approximation for Metric-TSP implies an α-approximation for TSP-R
and vice-versa.

We focus on Metric-TSP for the rest of this section. We first consider a natural greedy approach,
the Nearest Neighbor Heuristic (NNH).

Nearest Neighbor Heuristic(G(V,E), c : E → R+):
Start at an arbitrary vertex s,
While (there are unvisited vertices)

From the current vertex u, go to the nearest unvisited vertex v.
Return to s.

Exercise:

1. Prove that NNH is an O(log n)-approximation algorithm. (Hint: Think back to the proof of
the 2H|S|-approximation for the Greedy Steiner Tree Algorithm.)

2. NNH is not an O(1)-approximation algorithm; can you find an example to show this? In fact
one can show a lower bound of Ω(log n) on the approximation-ratio achieved by NNH.

There are constant-factor approximation algorithms for TSP; we now consider an MST-based
algorithm. See Fig 1.

TSP-MST(G(V,E), c : E → R+):
Compute an MST T of G.
Obtain an Eulerian graph H = 2T by doubling edges of T
An Eulerian tour of 2T gives a tour in G.
Obtain a Hamiltonian cycle by shortcutting the tour.

Theorem 2 MST heuristic(TSP-MST) is a 2-approximation algorithm.

Proof: We have c(T ) =
∑

e∈E(T ) c(e) ≤ OPT, since we can get a spanning tree in G by removing
any edge from the optimal Hamiltonian cycle, and T is a MST. Thus c(H) = 2c(T ) ≤ 2OPT. Also
shortcutting only decreases the cost. 2

We observe that the loss of a factor 2 in the approximation ratio is due to doubling edges; we
did this in order to obtain an Eulerian tour. But any graph in which all vertices have even degree
is Eulerian, so one can still get an Eulerian tour by adding edges only between odd degree vertices
in T . Christofides Heuristic [2] exploits this and improves the approximation ratio from 2 to 3/2.
See Fig 2 for a snapshot.

Christofides Heuristic(G(V,E), c : E → R+):
Compute an MST T of G.
Let S be the vertices of odd degree in T . (Note: |S| is even)
Find a minimum cost matching M on S in G
Add M to T to obtain an Eulerian graph H.
Compute an Eulerian tour of H.
Obtain a Hamilton cycle by shortcutting the tour.



Figure 1: MST Based Heuristic

Theorem 3 Christofides Heuristic is a 1.5-approximation algorithm.

Proof: The main part of the proof is to show that c(M) ≤ .5OPT. Suppose that c(M) ≤ .5OPT.
Then, since the solution of Christofides Heuristic is obtained by shortcutting the Eulerian tour on
H, its cost is no more than c(H) = c(T ) + c(M) ≤ 1.5OPT. (Refer to the proof of Lemma 2 for
the fact c(T ) ≤ OPT.) Therefore we focus on proving that c(M) ≤ .5OPT.

Let F ∗ be an optimal tour in G of cost OPT; since we have a metric-instance we can as-
sume without loss of generality that F ∗ is a Hamiltonian cycle. We obtain a Hamiltonian cy-
cle F ∗S in the graph G[S] by short-cutting the portions of F ∗ that touch the vertices V \ S.
By the metric-condition, c(F ∗S) ≤ c(F ∗) = OPT. Let S = {v1, v2, . . . , v|S|}. Without loss of
generality F ∗S visits the vertices of S in the order v1, v2, . . . , v|S|. Recall that |S| is even. Let
M1 = {v1v2, v3v4, ...v|S|−1v|S|} and M2 = {v2v3, v4v5, ...v|S|v1}. Note that both M1 and M2 are
matchings, and c(M1) + c(M2) = c(F ∗S) ≤ OPT. We can assume without loss of generality that
c(M1) ≤ c(M2). Then we have c(M1) ≤ .5OPT. Also we know that c(M) ≤ c(M1), since M is a
minimum cost matching on S in G[S]. Hence we have c(M) ≤ c(M1) ≤ .5OPT, which completes
the proof. 2

Notes:

1. In practice, local search heuristics are widely used and they perform extremely well. A popular
heuristic 2-Opt is to swap pairs from xy, zw to xz, yw or xw, yz, if it improves the tour.

2. There have been no improvements to Metric-TSP since Christofides heuristic was discovered
in 1976. It remains a major open problem to improve the approximation ratio of 3

2 for Metric-
TSP; it is conjectured that the Held-Karp LP relaxation [4] gives a ratio of 4

3 . Very recently
a breakthrough has been announced by Oveis-Gharan, Saberi and Singh who claim a 3/2− δ
approximation for some small but fixed δ > 0 for the important special case where c(e) = 1
for each edge e.



Figure 2: Christofides Heuristic

1.2 TSP in Directed Graphs

In this subsection, we consider TSP in directed graphs. As in undirected TSP, we need to relax the
problem conditions to get any positive result. Again, allowing each vertex to be visited multiple
times is equivalent to imposing the asymmetric triangle inequality c(u,w) ≤ c(u, v) + c(v, w) for
all u, v, w. This is called the asymmetric TSP (ATSP) problem. We are given a directed graph
G = (V,A) with cost c(a) > 0 for each arc a ∈ A and our goal is to find a closed walk visiting all
vertices. Note that we are allowed to visit each vertex multiple times, as we are looking for a walk,
not a cycle. For an example of a valid Hamiltonian walk, see Fig 3.

Figure 3: A directed graph and a valid Hamiltonian walk

The MST-based heuristic for the undirected case has no meaningful generalization to the di-
rected setting This is because costs on edges are not symmetric. Hence, we need another approach.
The Cycle Shrinking Algorithm repeatedly finds a min-cost cycle cover and shrinks cycles, combin-
ing the cycle covers found. Recall that a cycle cover is a collection of disjoint cycles covering all
vertices. It is known that finding a minimum-cost cycle cover can be done in polynomial time (see



Homework 0). The Cycle Shrinking Algorithm achieves a log2 n approximation ratio.

Cycle Shrinking Algorithm(G(V,A), c : A→ R+):
Transform G s.t. G is complete and satisfies c(u, v) + c(v, w) ≥ c(u,w) for ∀u, v, w
If |V | = 1 output the trivial cycle consisting of the single node
Find a minimum cost cycle cover with cycles C1, . . . , Ck

From each Ci pick an arbitrary proxy node vi

Recursively solve problem on G[{v1, . . . , vk}] to obtain a solution C
C ′ = C ∪ C1 ∪ C2 . . . Ck is a Eulerian graph.
Shortcut C ′ to obtain a cycle on V and output C ′.

For a snapshot of the Cycle Shrinking Algorithm, see Fig 4.

Figure 4: A snapshot of Cycle Shrinking Algorithm. To the left, a cycle cover C1. In the center,
blue vertices indicate proxy nodes, and a cycle cover C2 is found on the proxy nodes. To the right,
pink vertices are new proxy nodes, and a cycle cover C3 is found on the new proxy nodes.

Lemma 4 Let the cost of edges in G satisfy the asymmetric triangle inequality. Then for any
S ⊆ V , the cost of an optimal TSP tour in G[S] is at most the cost of an optimal TSP tour in G.

Proof: Since G satisfies the triangle inequality there is an optimal tour TSP tour in G that is a
Hamiltonian cycle C. Given any S ⊆ V the cycle C can be short-cut to produce another cycle C ′

that visits only S and whose cost is at most the cost of C. 2

Lemma 5 The cost of a min-cost cycle-cover is at most the cost of an optimal TSP tour.

Proof: An optimal TSP tour is a cycle cover. 2

Theorem 6 The Cycle Shrinking Algorithm is a log2 n-approximation for ATSP.

Proof: We prove the above by induction on n the number of nodes in G. It is easy to see that the
algorithm finds an optimal solution if n ≤ 2. The main observation is that the number of cycles in
the cycle-cover is at most bn/2c; this follows from the fact that each cycle in the cover has to have
at least 2 nodes and they are disjoint. Thus k ≤ bn/2c. Let OPT(S) denote the cost of an optimal
solution in G[S]. From Lemma 4 we have that OPT(S) ≤ OPT(V ) = OPT for all S ⊆ V . The
algorithm recurses on the proxy nodes S = {v1, . . . , vk}. Note that |S| < n, and by induction, the
cost of the cycle C output by the recursive call is at most (log2 |S|)OPT(S) ≤ (log2 |S|)OPT.

The algorithm outputs C ′ whose cost is at most the cost of C plus the cost of the cycle-cover
computed in G. The cost of the cycle cover is at most OPT (Lemma 5). Hence the cost of C ′ is at
most (log2 |S|)OPT + OPT ≤ (log2 n/2)OPT + OPT ≤ (log2 n)OPT; this finishes the inductive
proof. 2



Notes:

1. The running time of the Cycle Shrinking Algorithm is O(T (n)) where T (n) is the time to find
a min-cost cycle cover (why?). In Homework 0 you have a problem that reduces this problem
to that of finding a min-cost perfect matching in an undirected graph. This can be done in
O(n3)-time. One can improve the running time to O(n2) for by approximating the min-cost
cycle-cover problem; one loses an additional constant factor.

2. It has remained an open problem for more than 25 years whether there exists a constant factor
approximation for ATSP. Recently Asadpour et al. [1] have obtained an O(log n/ log logn)-
approximation for ATSP using some very novel ideas and a well-known LP relaxation.

2 Some Definitions

2.1 NP Optimization Problems

In this section, we cover some formal definitions related to approximation algorithms. We start from
the definition of optimization problems. A problem is simply an infinite collection of instances. Let
Π be an optimization problem. Π can be either a minimization or maximixation problem. Instances
I of Π are a subset of Σ∗ where Σ is a finite encoding alphabet. For each instance I there is a set of
feasible solutions S(I). We restrict our attention to real/rational-valued optimization problems; in
these problems each feasible solution S ∈ S(I) has a value val(S, I). For a minimization problem
Π the goal is, given I, find OPT(I) = minS∈S(I) val(S, I).

Now let us formally define NP optimization (NPO) which is the class of optimization problems
corresponding to NP .

Definition 7 Π is in NPO if

• Given x ∈ Σ∗, there is a polynomial-time algorithm that decide if x is a valid instance of Π.
That is, we can efficiently check if the input string is well-formed. This is a basic requirement
that is often not spelled out.

• For each I, and S ∈ S(I), |S| ≤ poly(|I|). That is, the solution are of size polynomial in the
input size.

• There exists a poly-time decision procedure that for each I and S ∈ Σ∗, decides if S ∈ S(I).
This is the key property of NP ; we should be able to verify solutions efficiently.

• val(I, S) is a polynomial-time computable function.

We observe that for a minimization NPO problem Π, there is a associated natural decision
problem L(Π) = {(I,B) : OPT(I) ≤ B} which is the following: given instance I of Π and a
number B, is the optimal value on I at most B? For maximization problem Π we reverse the
inequality in the definition.

Lemma 8 L(Π) is in NP if Π is in NPO.



2.2 Relative Approximation

When Π is a minimization problem, recall that we say an approximation algorithm A is said to
have approximation ratio α iff

• A is a polynomial time algorithm

• for all instance I of Π, A produces a feasible solutionA(I) s.t. val(A(I), I) ≤ α val (OPT(I), I).
(Note that α ≥ 1.)

Approximation algorithms for maximization problems are defined similarly. An approximation
algorithm A is said to have approximation ratio α iff

• A is a polynomial time algorithm

• for all instance I of Π, A produces a feasible solutionA(I) s.t. val(A(I), I) ≥ α val (OPT(I), I).
(Note that α ≤ 1.)

For maximization problems, it is also common to see use 1/α (which must be ≥ 1) as approxi-
mation ratio.

2.3 Additive Approximation

Note that all the definitions above are about relative approximations; one could also define additive
approximations. A is said to be an α-additive approximation algorithm, if for all I, val(A(I)) ≤
OPT(I)+α. Most NPO problems, however, do not allow any additive approximation ratio because
OPT(I) has a scaling property.

To illustrate the scaling property, let us consider Metric-TSP. Given an instance I, let Iβ denote
the instance obtained by increasing all edge costs by a factor of β. It is easy to observe that for
each S ∈ S(I) = S(Iβ), val(S, Iβ) = βval(S, Iβ) and OPT(Iβ) = βOPT(I). Intuitively, scaling
edge by a factor of β scales the value by the same factor β. Thus by choosing β sufficiently large,
we can essentially make the additive approximation(or error) negligible.

Lemma 9 Metric-TSP does not admit an α additive approximation algorithm for any polynomial-
time computable α unless P = NP .

Proof: For simplicity, suppose every edge has integer cost. For the sake of contradiction, suppose
there exists an additive α approximation A for Metric-TSP. Given I, we run the algorithm on Iβ
and let S be the solution, where β = 2α. We claim that S is the optimal solution for I. We have
val(S, I) = val(S, Iβ)/β ≤ OPT(Iβ)/β + α/β = OPT(I) + 1/2, as A is α-additive approximation.
Thus we conclude that OPT(I) = val(S, I), since OPT(I) ≤ val(S, I), and OPT(I), val(S, I) are
integers. This is impossible unless P = NP . 2

Now let us consider two problems which allow additive approximations. In the Planar Graph
Coloring, we are given a planar graph G = (V,E). We are asked to color all vertices of the given
graph G such that for any vw ∈ E, v and w have different colors. The goal is to minimize the
number of different colors. It is known that to decide if a planar graph admits 3-coloring is NP-
complete, while one can always color any planar graph G with using 4 colors. Further, one can
efficiently check whether a graph is 2-colorable (that is, if it is bipartite). Thus, the following
algorithm is a 1-additive approximation for Planar Graph Coloring: If the graph is bipartite, color
it with 2 colors; otherwise, color with 4 colors.



As a second example, consider the Edge Coloring Problem, in which we are asked to color edges
of a given graph G with the minimum number of different colors so that no two adjacent edges have
different colors. By Vizing’s theorem [6], we know that one can color edges with either ∆(G) or
∆(G) + 1 different colors, where ∆(G) is the maximum degree of G. Since ∆(G) is a trivial lower
bound on the minimum number, we can say that the Edge Coloring Problem allows a 1-additive
approximation. Note that it is known to be NP-complete to decide whether the exact minimum
number is ∆(G) or ∆(G) + 1.

2.4 Hardness of Approximation

Now we move to hardness of approximation.

Definition 10 (Approximability Threshold) Given a minimization optimization problem Π,
it is said that Π has an approximation threshold α∗(Π), if for any ε > 0, Π admits a α∗(Π) + ε
approximation but if it admits a α∗(Π)− ε approximation then P = NP .

If α∗(Π) = 1, it implies that Π is solvable in polynomial time. Many NPO problems Π are
known to have α∗(Π) > 1 assuming that P 6= NP . We can say that approximation algorithms try
to decrease the upper bound on α∗(Π), while hardness of approximation attempts to increase lower
bounds on α∗(Π).

To prove hardness results on NPO problems in terms of approximation, there are largely two
approaches; a direct way by reduction from NP-complete problems and an indirect way via gap
reductions. Here let us take a quick look at an example using a reduction from an NP-complete
problem.

In the (metric) k-center problem, we are given an undirected graph G = (V,E) and an
integer k. We are asked to choose a subset of k vertices from V called centers. The goal
is to minimize the maximum distance to a center, i.e. minS⊆V,|S|=k maxv∈V distG(v, S), where
distG(v, S) = minu∈S distG(u, v).

The k-center problem has approximation threshold 2, since there are a few 2-approximation
algorithms for k-center and there is no 2−ε approximation algorithm for any ε > 0 unless P = NP .
We can prove the inapproximability using a reduction from the decision version of Dominating Set:
Given an undirected graph G = (V,E) and an integer k, does G have a dominating set of size at
most k? A set S ⊆ V is said to be a dominating set in G if for all v ∈ V , v ∈ S or v is adjacent to
some u in S. Dominating Set is known to be NP-complete.

Theorem 11 ([5]) Unless P = NP , there is no 2 − ε approximation for k-center for any fixed
ε > 0.

Proof: Let I be an instance of Dominating Set Problem consisting of graph G = (V,E) and integer
k. We create an instance I ′ of k-center while keeping graph G and k the same. If I has a dominating
set of size k then OPT(I ′) = 1, since every vertex can be reachable from the Dominating Set by
at most one hop. Otherwise, we claim that OPT(I ′) ≥ 2. This is because if OPT(I ′) < 2, then
every vertex must be within distance 1, which implies the k-center that witnesses OPT(I ′) is a
dominating set of I. Therefore, the (2 − ε) approximation for k-center can be used to solve the
Dominating Set Problem. This is impossible, unless P = NP . 2
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1 Introduction

We discuss two closely related NP Optimization problems, namely Set Cover and Maximum
Coverage in this lecture. Set Cover was among the first problems for which approximation
algorithms were analyzed. This problem is also significant from a practical point of view, since the
problem itself and several of its generalizations arise quite frequently in a number of application
areas. We will consider three such generalizations of Set Cover in this lecture. We conclude
the lecture with a brief discussion on how the Set Cover problem can be formulated in terms of
submodular functions.

2 Set Cover and Maximum Coverage

2.1 Problem definition

In both the Set Cover and the Maximum Coverage problems, our input is a set U of n elements,
and a collection S = {S1, S2, . . . , Sm} of m subsets of U such that

⋃
i Si = U . Our goal in the Set

Cover problem is to select as few subsets as possible from S such that their union covers U . In
the Maximum Coverage problem an integer k ≤ m is also specified in the input, and our goal
is to select k subsets from S such that their union has the maximum cardinality. Note that the
former is a minimization problem while the latter is a maximization problem. One can also consider
weighted versions of these problems which we postpone to a later lecture.

2.2 Greedy approximation

Both Set Cover and Maximum Coverage are known to be NP-Hard. A natural greedy
approximation algorithm for these problems is as follows.

Greedy Cover (U ,S):
1: repeat
2: pick the set that covers the maximum number of uncovered elements
3: mark elements in the chosen set as covered
4: until done

In case of Set Cover, the algorithm Greedy Cover is done in line 4 when all the elements in set
U have been covered. And in case of Maximum Coverage, the algorithm is done when exactly k
subsets have been selected from S.

2.3 Analysis of Greedy Cover

Theorem 1 Greedy Cover is a 1− (1− 1/k)k ≥ (1− 1
e ) ' 0.632 approximation for Maximum

Coverage, and a (lnn+ 1) approximation for Set Cover.



The following theorem due to Feige [1] implies that Greedy Cover is essentially the best
possible in terms of the approximation ratio that it guarantees in Theorem 1.

Theorem 2 Unless NP ⊆ DTIME(nO(log log n)), there is no (1−o(1)) lnn approximation for Set
Cover. Unless P=NP, for any fixed ε > 0, there is no (1− 1

e − ε) approximation for Maximum
Coverage.

We proceed towards the proof of Theorem 1 by providing analysis of Greedy Cover separately
for Set Cover and Maximum Coverage. Let OPT denote the value of an optimal solution to the
Maximum Coverage problem. Let xi denote the number of new elements covered by Greedy
Cover in the i-th set that it picks. Also, let yi =

∑i
j=1 xi, and zi = OPT − yi. Note that,

according to our notations, y0 = 0, yk is the number of elements chosen by Greedy Cover, and
z0 = OPT .

Analysis for Maximum Coverage

We have the following lemma for algorithm Greedy Cover when applied on Maximum Cover-
age.

Lemma 3 Greedy Cover is a 1− (1− 1/k)k ≥ 1− 1
e approximation for Maximum Coverage.

We first prove the following two claims.

Claim 4 xi+1 ≥ zi
k .

Proof: At each step, Greedy Cover selects the subset Sj whose inclusion covers the maximum
number of uncovered elements. Since the optimal solution uses k sets to cover OPT elements, some
set must cover at least 1/k fraction of the at least zi remaining uncovered elements from OPT.
Hence, xi+1 ≥ zi

k . 2

Claim 5 zi+1 ≤ (1− 1
k )i+1 ·OPT

Proof: The claim is true for i = 0. We assume inductively that zi ≤ (1− 1
k )i ·OPT . Then

zi+1 ≤ zi − xi+1

≤ zi(1−
1
k

) [using Claim 4]

≤ (1− 1
k

)i+1 ·OPT.

2

Proof of Lemma 3. It follows from Claim 5 that zk ≤ (1 − 1
k )k · OPT ≤ OPT

e . Hence, yk =
OPT − zk ≥ (1− 1

e ) ·OPT . 2

Analysis for Set Cover

We have the following lemma.

Lemma 6 Greedy Cover is a (lnn+ 1) approximation for Set Cover.



Let k∗ denote the value of an optimal solution to the Set Cover problem. Then an optimal
solution to the Maximum Coverage problem for k = k∗ would cover all the n elements in set
U , and zk∗ ≤ n

e . Therefore, n
e elements would remain uncovered after the first k∗ steps of Greedy

Cover. Similarly, after 2 ·k∗ steps of Greedy Cover, n
e2 elements would remain uncovered. This

easy intuition convinces us that Greedy Cover is a (lnn+ 1) approximation for the Set Cover
problem. A more succinct proof is given below.
Proof of Lemma 6. Since zi ≤ (1− 1

k∗ )
i · n, after t = k∗ ln n

k∗ steps, zt ≤ k∗. Thus, after t steps,
k∗ elements are left to be covered. Since Greedy Cover picks at least one element in each step,
it covers all the elements after picking at most k∗ ln n

k∗ + k∗ ≤ k∗(lnn+ 1) sets. 2

The following corollary readily follows from Lemma 6.

Corollary 7 If |Si| ≤ d, then Greedy Cover is a (ln d+ 1) approximation for Set Cover.

Proof: Since k∗ ≥ n
d , ln n

k∗ ≤ ln d. Then the claim follows from Lemma 6. 2

Proof of Theorem 1. The claims follow directly from Lemma 3 and 6. 2

A tight example for Greedy Cover when applied on Set Cover

Let us consider a set U of n elements along with a collection S of k+2 subsets {R1, R2, C1, C2, . . . , Ck}
of U . Let us also assume that |Ci| = 2i and |R1 ∩Ci| = |R2 ∩Ci| = 2i−1 (1 ≤ i ≤ k), as illustrated
in Fig. 1.
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Figure 1: A tight example for Greedy Cover when applied on Set Cover

Clearly, the optimal solution consists of only two sets, i.e., R1 and R2. Hence, OPT = 2.
However, Greedy Cover will pick each of the remaining k sets, namely Ck, Ck−1, . . . , C1. Since
n = 2 ·

∑k−1
i=0 2i = 2 · (2k − 1), we get k ≈ Ω(log2 n). Hence the example is tight.

Exercise: Consider the weighted version of the Set Cover problem where a weight function

w : S → R+ is given, and we want to select a collection S ′ of subsets from S such that ∪X∈S′X = U ,
and

∑
X∈S′ w(X) is the minimum. Prove that the greedy heuristic gives a 2·(lnn+1) approximation

for this problem.



Hint 1: Note that the greedy algorithm never picks a set of cost more than OPT. Hint 2: By
the first time the total cost of sets picked by the greedy algorithm exceeds OPT, it has covered a
(1− 1/e) fraction of the elements.

3 Dominating Set and Vertex Cover

3.1 Dominating Set

A dominating set in a graph G = (V,E) is a set S ⊆ V such that for each u ∈ V , either u ∈ S,
or some neighbor v of u is in S. In the Dominating Set problem, our goal is to find a smallest
dominating set of G.

A natural greedy algorithm for this problem is to iteratively choose a vertex with the highest
degree. It can be proved that this heuristic gives a (lnn+ 1), or more accurately, a (ln (∆ + 1) + 1)
approximation for the Dominating Set problem.

Exercises:

1. Prove the approximation guarantees of the greedy heuristic for Dominating Set.

2. Show that Dominating Set is a special case of Set Cover.

3. Show that Set Cover can be reduced in an approximation preserving fashion to Dominat-
ing Set. More formally, show that if Dominating Set has an α(n)-approximation where
n is the number of vertices in the given instance then Set Cover has an (1 − o(1))α(n)-
approximation.

3.2 Vertex Cover

A vertex cover of a graph G = (V,E) is a set S ⊆ V such that for each edge e ∈ E, at least one end
point of e is in S. In the Vertex Cover problem, our goal is to find a smallest vertex cover of
G. In the weighted version of the problem, a weight function w : V → R+ is given, and our goal is
to find a minimum weight vertex cover of G. The unweighted version of the problem is also known
as Cardinality Vertex Cover.

It can be shown that, the Greedy Cover algorithm can give an O(ln ∆ + 1) approximation
for both weighted and unweighted versions of the Vertex Cover problem.

Exercises:
1. Show that Vertex Cover is a special case of Set Cover.

2. Construct an example that shows that Greedy Cover when applied on the Vertex Cover
problem gives an Ω(log n)-approximation.



3.2.1 Better (constant) approximation for Vertex Cover

Cardinality Vertex Cover : The following is a 2-approximation algorithm for the Cardinal-
ity Vertex Cover problem.

Matching-VC (G):
1: S ← ∅
2: Compute a maximal matching M in G
3: for each edge (u, v) ∈M do
4: add both u and v to S
5: Output S

Theorem 8 Matching-VC is a 2-approximation algorithm.

The proof of Theorem 8 follows from two simple claims.

Claim 9 Let OPT be the size of the vertex cover in an optimal solution. Then OPT ≥ |M |.

Proof: Since the optimal vertex cover must contain at least one end vertex of every edge in M ,
OPT ≥ |M |. 2

Claim 10 Let S(M) = {u, v|(u, v) ∈M}. Then S(M) is a vertex cover.

Proof: If S(M) is not a vertex cover, then there must be an edge e ∈ E such that neither of its
endpoints are in M . But then e can be included in M , which contradicts the maximality of M . 2

Proof of Theorem 8. Since S(M) is a vertex cover, Claim 9 implies that |S(M)| = 2 · |M | ≤
2 ·OPT . 2

Weighted Vertex Cover: 2-approximation algorithms for the Weighted Vertex Cover
problem can be designed based on LP rounding or Primal-Dual technique. These will be covered
later in the course.

3.2.2 Set Cover with small frequencies

Vertex Cover is an instance of Set Cover where each element in U is in at most two sets (in
fact, each element was in exactly two sets). This special case of the Set Cover problem has given
us a 2-approximation algorithm. What would be the case if every element was contained in at most
three sets? More generally, given an instance of Set Cover, for each e ∈ U , let f(e) denote the
number of sets containing e. Let f = maxe f(e), which we call the maximum frequency.

Exercise: Give an f -approximation for Set Cover, where f isthe maximum frequency of an
element. Hint: Follow the approach used for Vertex Cover .

4 Two important aspects of greedy approximation for Set Cover

4.1 Greedy approximation for implicit instances

It turns out that the universe U of elements and the collection S of subsets of U are not restricted
to be finite or explicitly enumerated in the Set Cover problem. For instance, a problem could



require covering a finite set of points in the plane using disks of unit radius. There is an in-
finite set of such disks, but the greedy approximation algorithm can still be applied. For such
implicit instances, the greedy algorithm can be used if we have access to an oracle, which, at
each iteration, selects a set having the optimal density. However, an oracle may not always be
capable of selecting an optimal set. In such cases, it may have to make the selections approxi-
mately. We call an oracle an α-approximate oracle if, at each iteration, it selects a set S such that
density(S) ≥ α ·Optimal Density, for some α > 1.

Exercise: Prove that the approximation guarantee of greedy approximation with an α-approximate

oracle would be α(lnn+ 1) for Set Cover, and (1− 1
eα ) for Maximum Coverage.

4.2 Greedy approximation for submodular functions

In a more general sense, the greedy approximation works for any submodular set function. Given
a finite set E, a function f : 2E → R+ is submodular iff f(A) + f(B) ≥ f(A ∪ B) + f(A ∩ B) for
all A,B ⊆ E. Alternatively, f is a submodular functions iff f(A+ i)− f(A) ≥ f(B + i)− f(B) for
all i ∈ E and A ⊂ B. This second characterization is due to the property of decreasing marginal
utility of submodular functions. Intuitively, adding element i to a set A will help at least as much
as adding it to to a (larger) set B ⊃ A.

Exercise: Prove that the two characterizations of submodular functions are equivalent.

A submodular function f(·) is monotone if f(A+i) ≥ f(A) for all i ∈ E and A ⊆ E. We assume
that f(∅) = 0. Submodular set functions arise in a large number of practical fields including combi-
natorial optimization, probability, and geometry. Examples include rank function of a matroid, the
sizes of cutsets in a directed or undirected graph, the probability that a subset of events do not occur
simultaneously, entropy of random variables, etc. In the following we show that the Set Cover
and Maximum Coverage problems can be easily formulated in terms of submodular set functions.

Exercise. Suppose we are given a universe U and a collection S = {S1, S2, . . . , Sm} of subsets of
U . Now if we take N = {1, 2, . . . ,m}, f : 2N → R+, and define f(A) = | ∪i∈A Si| for A ⊆ E, then
show that the function f is submodular.

4.2.1 Submodular Set Cover

When formulated in terms of submodular set functions, the Set Cover problem is the following.
Given a monotone submodular function f (whose value would be computed by an oracle) on
N = {1, 2, . . . ,m}, find the smallest set S ⊆ N such that f(S) = f(N). Our previous greedy
approximation can be applied to this formulation as follows.

Greedy Submodular (f,N):
1: S ← ∅
2: while f(S) 6= f(N)
3: find i to maximize f(S + i)− f(S)
4: S ← S ∪ {i}

Exercises:



1. Prove that the greedy algorithm is a 1 + ln(f(N)) approximation for Submodular Set
Cover.

2. Prove that the greedy algorithm is a 1 + ln (maxi f(i)) approximation for Submodular Set
Cover.

4.2.2 Submodular Maximum Coverage

By formulating the Maximum Coverage problem in terms of submodular functions, we seek to
maximize f(S) such that |S| ≤ k. We can apply algorithm Greedy Submodular for this problem
by changing the condition in line 2 to be: while |S| ≤ k.

Note. For the Submodular Maximum Coverage problem, function f must be both submodular
and monotone.
Exercise: Prove that greedy gives a (1− 1/e)-approximation for Submodular Maximum Cov-

erage problem.
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We introduce the use linear programming (LP) in the design and analysis of approximation
algorithms.The topics include Vertex Cover, Set Cover, randomized rounding, dual-fitting. It is
assumed that the students have some background knowledge in basics of linear programming.

1 Vertex Cover via LP

Let G = (V,E) be an undirected graph with arc weights w : V → R+. Recall the vertex cover
problem from previous lecture. We can formulate it as an integer linear programming problem as
follows. For each vertex v we have a variable xv. We interpret the variable as follows: if xv = 1
if v is chosen to be included in a vertex cover, otherwise xv = 0. With this interprtation we can
easily see that the minimum weight vertex cover can be formulated as the following integer linear
program.

min
∑
v∈V

wvxv

subject to
xu + xv ≥ 1 ∀e = (u, v) ∈ E

xv ∈ {0, 1} ∀v ∈ V

However, solving integer linear programs is NP-Hard. Therefore we use Linear Programming
(LP) to approximate the optimal solution, OPT(I), for the integer program. First, we can relax
the constraint xv ∈ {0, 1} to xv ∈ [0, 1]. It can be further simplified to xv ≥ 0, ∀v ∈ V .

Thus, a linear programming formulation for Vertex Cover is:

min
∑
v∈V

wvxv

subject to
xu + xv ≥ 1 ∀e = (u, v) ∈ E

xv ≥ 0

We now use the following algorithm:

Vertex Cover via LP:
Solve LP to obtain an optimal fractional solution x∗

Let S = {v | x∗v ≥ 1
2}

Output S

Then the following claims are true:

Claim 1 S is a vertex cover.



Proof: Consider any edge, e = (u, v). By feasibility of x∗, x∗u + x∗v ≥ 1, and thus either x∗u ≥ 1
2 or

x∗v ≥ 1
2 . Therefore, at least one of u and v will be in S. 2

Claim 2 w(S) ≤ 2OPTLP (I).

Proof: OPTLP (I) =
∑

v wvx
∗
v ≥ 1

2

∑
v∈S wv = 1

2w(S) 2

Therefore, OPTLP (I) ≥ OPT(I)
2 for all instances I.

Note: For minimization problems: OPTLP (I) ≤ OPT(I), where OPTLP (I) is the optimal solu-
tion found by LP; for maximization problems, OPTLP (I) ≥ OPT(I).

Integrality Gap

We introduce the notion of integrality gap to show the best approximation guarantee we can acquire
by using the LP optimum as a lower bound.

Definition: For a minimization problem Π, the integrality gap for a linear programming relax-
ation/formulation LP for Π is supI∈π

OPT(I)
OPTLP (I) .

That is, the integrality gap is the worst case ratio, over all instances I of Π, of the integral
optimal value and the fractional optimal value. Note that different linear programming formulations
for the same problem may have different integrality gaps.

Claims 1 and 2 show that the integrality gap of the Vertex Cover LP formulation above is at
most 2.

Question: Is this bound tight for the Vertex Cover LP?

Consider the following example: Take a complete graph, Kn, with n vertices, and each vertex
has wv = 1. It is clear that we have to choose n − 1 vertices to cover all the edges. Thus,
OPT(Kn) = n− 1. However, xv = 1

2 for each v is a feasible solution to the LP, which has a total
weight of n

2 . So gap is 2− 1
n , which tends to 2 as n→∞.

Other Results on Vertex Cover

1. The current best approximation ratio for Vertex Cover is 2−Θ( 1√
logn

) [1].

2. Open problem: obtain a 2 − ε approximation or to prove that it is NP-hard to obtain 2 − ε
for any fixed ε > 0. Current best hardness of approximation: unless P=NP, there is no 1.36
approximation for Vertex Cover [2].

3. The vertex cover problem can be solved optimally in polynomial time for bipartite graphs.
This follows from what is known as K’́onig’s theorem.

4. The vertex cover problem admits a polynomial time approximation scheme (PTAS), that is
a (1 + ε)-approximation for any fixed ε > 0, for planar graphs. This follows from a general
approach due to Baker [?].



2 Set Cover via LP

The input to the Set Cover problem consists of a finite set U = {1, 2, ..., n}, and m subsets of U ,
S1, S2, ..., Sn. Each set Sj has a non-negative weigh wj and the goal is to find the minimum weight
collection of sets which cover all elements in U (in other words their union is U).

A linear programming relaxation for Set Cover is:

min
∑
j

wjxj

subject to∑
j:i∈Sj

xj ≥ 1 ∀i ∈ {1, 2, ..., n}

xj ≥ 0 1 ≤ j ≤ m

And its dual is:

max
n∑
i=1

yi

subject to∑
i∈Sj

yi ≤ wj ∀i ∈ {1, 2, ..., n}

yi ≥ 0 ∀i ∈ 1, 2, ..., n

We give several algorithms for Set Cover based on this primal/dual pair LPs.

2.1 Deterministic Rounding

Set Cover via LP:
Solve LP to obtain an optimal solution x∗, which contains fractional numbers.
Let P = {i | x∗i ≥ 1

f }, where f is the maximum number of sets that contain any element
Output {Sj | j ∈ P}

Note that the above algorithm, even when specialized to vertex cover, is different from the one
we saw earlier. It includes all sets which have a strictly positive value in an optimum solution the
LP.

Let x∗ be an optimal solution to the primal LP, y∗ be an optimum solution to the dual, and let
P = {j | x∗j > 0}. First, note that by strong duality,

∑
j wjx

∗
j =

∑
i y
∗
i . Second, by complementary

slackness if x∗j > 0 then the corresponding dual constraint is tight, that is
∑

i∈Sj
y∗i = wj .

Claim 3 The output of the algorithm is a feasible set cover for the given instance.

Proof: Exercise. 2

Claim 4
∑

j∈P wj ≤ f
∑

j wjx
∗
j = OPTLP .



Proof:

∑
j∈P

wj =
∑
j:x∗j>0

(wj) =
∑
j:x∗j>0

∑
i∈Sj

y∗i

 =
∑
i

y∗i

 ∑
j:i∈Sj ,x∗j>0

1

 ≤ f ∑
i

y∗i ≤ fOPTLP (I).

. 2

Notice that the the second equality is due to complementary slackness conditions (if xj > 0, the
corresponding dual constraint is tight), the penultimate inequality uses the definition of f , and the
last inequality follows from weak duality (a feasible solution for the dual problem is a lower bound
on the optimal primal solution).

Therefore we have that the algorithm outputs a cover of weight at most fOPTLP . We note
that f can be as large as n in which case the bound given by the algorithm is quite weak. In fact,
it is not construct examples that demonstrate the tightness of the analysis.

Remark: The analysis cruically uses the fact that x∗ is an optimal solution. On the other hand
the algorithm for vertex cover is more robust.

2.2 Randomized Rounding

Now we describe a different rounding that yields an approximation bound that does not depend on
f .

Solving Set Cover via Randomized Rounding:
A = ∅, and let x∗ be an optimal solution to the LP.
for k = 1 to 2 lnn do

pick each Sj independently with probability x∗j
if Sj is picked, A = A ∪ {j}

end for
Output the sets with indices in A

Claim 5 Pr[i is not covered in an iteration] =
∏
j:i∈Sj

(1− x∗j ) ≤ 1
e .

Intuition: We know that
∑

j:i∈Sj
x∗j ≥ 1. Subject to this constraint, if and want to minimize

the probability, we can let x∗j equal to each other, then the probability = (1− 1
k )k, where x∗j = 1/k.

Proof: Pr[i is not covered in an iteration] =
∏
j:i∈Sj

(1− x∗j ) ≤
∏
j:i∈Sj

e−x
∗
j ≤ e

−
P

j:i∈Sj
x∗j ≤ 1

e .
2

We then obtain the following corollaries:

Corollary: Pr[i is not covered at the end of the algorithm] ≤ e−2 logn ≤ 1
n2 .

Corollary: Pr[all elements are covered, after the algorithm stops] ≥ 1 − 1
n . The above follows

from the union bound. The probability that i is not covered is at most 1/n2, hence the probability
that there is some i that is not covered is at most n · 1/n2 ≤ 1/n.



Let Ct = cost of sets picked in iteration t, then E[Ct] =
∑m

j=1wjx
∗
j , where E[X] denotes the

expectation of a random variable X. Then, let C =
∑2 lnn

t=1 Ct; we have E[C] =
∑2 lnn

t=1 E[Ct] ≤
2 lnnOPTLP . We know that Pr[C > 2E[C]] ≤ 1

2 by Markov’s inequality, so we have Pr[C ≤
4 lnnOPTLP ] ≥ 1

2 . Therefore, Pr[C ≤ 4 lnnOPTLP and all items are covered] ≥ 1
2 −

1
n . Thus,

the randomized rounding algorithm, with probability close to 1/2 succeeds in giving a feasible
solution of cost O(log n)OPTLP . Note that we can check whether the solution satisfies the desired
properties (feasibility and cost) and repeat the algorithm if it does not.

1. We can check if solution after rounding satisfies the desired properties, such as all elements
are covered, or cost at most 2c log nOPTLP . If not, repeat rounding. Expected number of
iterations to succeed is a constant.

2. We can also use Chernoff bounds (large deviation bounds) to show that a single rounding
succeeds with high probability (probability at least 1− 1

poly(n)).

3. The algorithm can be derandomized. Derandomization is a technique of removing randomness
or using as little randomness as possible. There are many derandomization techniques, such
as the method of conditional expectation, discrepancy theory, and expander graphs. Broder
et al. [5] use min-wise independent permutations to derandomize the RNC algorithm for
approximate set cover due to S. Rajagopalan and V. Vazirani [6].

4. After a few rounds, select the cheapest set that covers each uncovered element. This has low
expected cost. This algorithm ensures feasibility but guarantees cost only in the expected
sense.

Other Results related to Set Cover

1. Unless P = NP, there is no c log n approximation for some fixed c [4].

2. Unless NP ⊆ DTIME(nO(log logn)), there is no (1− o(1)) lnn-approximation [3].

3. Unless P = NP, there is no (1− 1
e + ε)-approximation for max-coverage for any fixed ε > 0.

2.3 Dual-fitting

In this section, we introduce the technique of dual-fitting for the analysis of approximation algo-
rithms. At a high-level the approach is the following:

1. Construct a feasible solution to the dual LP.

2. Show that the cost of the solution returned by the algorithm can be bounded in terms of the
value of the dual solution.

Note that the algorithm itself need not be LP based. Here, we use Set Cover as an example.
Please refer to the previous section for the primal and dual LP formulations of Set Cover.



We can interpret the dual as follows: Think of yi as how much element i is willing to pay to
be covered; the dual maximizes the total payment, subject to the constraint that for each set, the
total payment of elements in that set is at most the cost of the set.

The greedy algorithm for weighted Set Cover is as follows:

Greedy Set Cover:
Covered = ∅;
A = ∅;
While Covered 6= U do
j ← arg mink( wk

|Sk∩ Uncovered| );
Covered = Covered ∪ Sj ;
A = A ∪ {j}.

end while;
Output sets in A as cover

Theorem 6 Greedy Set Cover picks a solution of cost ≤ Hd ·OPTLP , where d is the maximum
set size, i.e., d = maxj |Sj |.

To prove this, we can augment the algorithm a little bit:

Augmented Greedy Algorithm of weighted Set Cover:
Covered = ∅;
while Covered 6= U do
j ← arg mink( wk

|Sk∩ Uncovered| );
if i is uncovered and i ∈ Sj , set pi = wj

|Sj∩ Uncovered| ;
Covered = Covered ∪ Sj ;
A = A ∪ {j}.

end while;
Output sets in A as cover

It is easy to see that the algorithm outputs a set cover.

Claim 7
∑

j∈Awj =
∑

i pi.

Proof: Consider when j is added to A. Let S′j ⊆ Sj be the elements that are uncovered before j
is added. For each i ∈ S′j the algorithm sets pi = wj/|S′j |. Hence,

∑
i∈S′j

pi = wj . Moreover, it is
easy to see that the sets S′j , j ∈ A are disjoint and together partition U . Therefore,∑

j∈A
wj =

∑
j∈A

∑
i∈S′j

pi =
∑
i∈U

pi.

2

For each i, let y′i = 1
Hd
pi .

Claim 8 y′ is a feasible solution for the dual LP.

Suppose the claim is true, then the cost of Greedy Set Cover’s solution =
∑

i pi = Hd
∑

i y
′
i ≤

HdOPTLP . The last step is because any feasible solution for the dual problem is a lower bound
on the value of the primal LP (weak duality).

Now, we prove the claim. Let Sj be an arbitrary set, and let |Sj | = t ≤ d. Let Sj = {i1, i2, ..., it},
where we the elements are ordered such that i1 is covered by Greedy no-later than i2, and i2 is
covered no later than i3 and so on.



Claim 9 For 1 ≤ h ≤ t, pih ≤
wj

t−h+1 .

Proof: Let Sj′ be the set that covers ih in Greedy. When Greedy picked Sj′ the elements
ih, ih+1, . . . , it from Sj were uncovered and hence Greedy could have picked Sj as well. This implies
that the density of Sj′ when it was picked was no more than wj

t−h+1 . Therefore pih which is set to
the density of Sj′ is at most wj

t−h+1 . 2

From the above claim, we have∑
1≤h≤t

pih ≤
∑

1≤h≤t

wj
t− h+ 1

= wjHt ≤ wjHd.

Thus, the setting of y′i to be pi scaled down by a factor of Hd gives a feasible solution.
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CS 598CSC: Approximation Algorithms Lecture date: February 9, 2011
Instructor: Chandra Chekuri Scribe: Kyle Fox (2009)

In this lecture we explore the Knapsack problem. This problem provides a good basis for
learning some important procedures used for approximation algorithms that give better solutions
at the cost of higher running time.

1 The Knapsack Problem

1.1 Problem Description

In the Knapsack problem we are given a knapsack capacity B, and set N of n items. Each item
i has a given size si ≥ 0 and a profit pi ≥ 0. Given a subset of the items A ⊆ N , we define two
functions, s(A) =

∑
i∈A si and p(A) =

∑
i∈A pi, representing the total size and profit of the group

of items respectively. The goal is to choose a subset of the items, A, such that s(A) ≤ B and p(A)
is maximized. We will assume every item has size at most B. It is not difficult to see that if all the
profits are 1, the natural greedy algorithm of sorting the items by size and then taking the smallest
items will give an optimal solution. Assuming the profits and sizes are integral, we can still find an
optimal solution to the problem relatively quickly using dynamic programming in either O(nB) or
O(nP ) time, where P =

∑n
i=1 pi. Finding the details of these algorithms was given as an exercise

in the practice homework. While these algorithms appear to run in polynomial time, it should be
noted that B and P can be exponential in the size of the input assuming the numbers in the input
are not written in unary. We call these pseudo-polynomial time algorithms as their running times
are polynomial only when numbers in the input are given in unary.

1.2 A Greedy Algorithm

Consider the following greedy algorithm for the Knapsack problem which we will refer to as
GreedyKnapsack. We sort all the items by the ratio of their profits to their sizes so that
p1
s1
≥ p2

s2
≥ · · · ≥ pn

sn
. Afterward, we greedily take items in this order as long as adding an item to

our collection does not exceed the capacity of the knapsack. It turns out that this algorithm can
be arbitrarily bad. Suppose we only have two items in N . Let s1 = 1, p1 = 2, s2 = B, and p2 = B.
GreedyKnapsack will take only item 1, but taking only item 2 would be a better solution. As it
turns out, we can easily modify this algorithm to provide a 2-approximation by simply taking the
best of GreedyKnapsack’s solution or the most profitable item. We will call this new algorithm
ModifiedGreedy.

Theorem 1 ModifiedGreedy has an approximation ratio of 1/2 for the Knapsack problem.

Proof: Let k be the index of the first item that is not accepted by GreedyKnapsack. Consider
the following claim:

Claim 2 p1 +p2 + . . . pk ≥ OPT. In fact, p1 +p2 + · · ·+αpk ≥ OPT where α = B−(s1+s2+···+sk−1)
sk

is the fraction of item k that can still fit in the knapsack after packing the first k − 1 items.



The proof of Theorem 1 follows immediately from the claim. In particular, either p1 +p2 + · · ·+
pk−1 or pk must be at least OPT/2. We now only have to prove Claim 2. We give an LP relaxation
of the Knapsack problem as follows: Here, xi ∈ [0, 1] denotes the fraction of item i packed in the
knapsack.

maximize
n∑
i=1

pixi

subject to
n∑
i=1

sixi ≤ B

xi ≤ 1 for all i in {1 . . . n}
xi ≥ 0 for all i in {1 . . . n}

Let OPT′ be the optimal value of the objective function in this linear programming instance.
Any solution to Knapsack is a feasible solution to the LP and both problems share the same
objective function, so OPT′ ≥ OPT. Now set x1 = x2 = · · · = xk−1 = 1, xk = α, and xi = 0
for all i > k. This is a feasible solution to the LP that cannot be improved by changing any one
tight constraint, as we sorted the items. Therefore, p1 + p2 + · · ·+ αpk = OPT′ ≥ OPT. The first
statement of the lemma follows from the second as α ≤ 1. 2

1.3 A Polynomial Time Approximation Scheme

Using the results from the last section, we make a few simple observations. Some of these lead to
a better approximation.

Observation 3 If for all i, si ≤ εB, GreedyKnapsack gives a (1− ε) approximation.

This follows from the deductions below:

For 1 ≤ i ≤ k, pi/si ≥ pk/sk

⇒ p1 + p2 + · · ·+ pk ≥ (s1 + s2 + · · ·+ sk)pk/sk
⇒ pk ≤ sk(p1 + p2 + · · ·+ pk)/B

≤ ε(p1 + p2 + · · ·+ pk)
≤ ε(p1 + p2 + · · ·+ pk−1)/(1− ε)

⇒ p1 + p2 + · · ·+ pk−1 ≥ (1− ε)OPT

The third line follows because s1 + s2 + · · ·+ sk > B, and the last from Claim 2.

Observation 4 If for all i, pi ≤ εOPT, GreedyKnapsack gives a (1− ε) approximation.

This follows immediately from Claim 2.

Observation 5 There are at most d1ε e items with profit at least εOPT in any optimal solution.

We may now describe the following algorithm. Let ε ∈ (0, 1) be a fixed constant and let h = d1ε e.
We will try to guess the h most profitable items in an optimal solution and pack the rest greedily.



Guess h + Greedy(N,B):
For each S ⊆ N such that |S| ≤ h:

Pack S in knapsack of size at most B
Let i be the least profitable item in S. Remove all items j ∈ N − S where pj > pi.
Run GreedyKnapsack on remaining items with remaining capacity B −

∑
i∈S si

Output best solution from above

Theorem 6 Guess h + Greedy gives a (1− ε) approximation and runs in O(nd1/εe+1) time.

Proof: For the running time, observe that there are O(nh) subsets of N . For each subset, we
spend linear time greedily packing the remaining items. The time initially spent sorting the items
can be ignored thanks to the rest of the running time.

For the approximation ratio, consider a run of the loop where S actually is the h most profitable
items in an optimal solution and the algorithm’s greedy stage packs the set of items A′ ⊆ (N −S).
Let OPT′ be the optimal way to pack the smaller items in N − S so that OPT = p(S) + OPT′.
Let item k be the first item rejected by the greedy packing of N − S. We know pk ≤ εOPT so
by Claim 2 p(A′) ≥ OPT′ − εOPT. This means the total profit found in that run of the loop is
p(S) + p(A′) ≥ (1− ε)OPT. 2

Note that for any fixed choice of epsilon, the algorithm above runs in polynomial time. This type
of algorithm is known as a polynomial time approximation scheme or PTAS. We say a maximization
problem Π has a PTAS if for all ε > 0, there exists a polynomial time algorithm that gives a (1− ε)
approximation ((1 + ε) for minimization problems). In general, one can often find a PTAS for a
problem by greedily filling in a solution after first searching for a good basis on which to work.
As described below, Knapsack actually has something stronger known as a fully polynomial time
approximation scheme or FPTAS. A maximization problem Π has a FPTAS if for all ε > 0, there
exists an algorithm that gives a (1− ε) approximation ((1+ ε) for minimization problems) and runs
in time polynomial in both the input size and 1/ε.

1.4 Rounding and Scaling

Earlier we mentioned exact algorithms based on dynamic programming that run in O(nB) and
O(nP ) time but noted that B and P may be prohibitively large. If we could somehow decrease
one of those to be polynomial in n without losing too much information, we might be able to find
an approximation based on one of these algorithms. Let pmax = maxi pi and note the following.

Observation 7 pmax ≤ OPT ≤ npmax

Now, fix some ε ∈ (0, 1). We want to scale the profits and round them to be integers so we may
use the O(nP ) algorithm efficiently while still keeping enough information in the numbers to allow
for an accurate approximation. For each i, let p′i = bnε

1
pmax

pic. Observe that p′i ≤ n
ε so now the sum

of the profits P ′ is at most n2

ε . Also, note that we lost at most n profit from the scaled optimal
solution during the rounding, but the scaled down OPT is still at least n

ε . We have only lost an
ε fraction of the solution. This process of rounding and scaling values for use in exact algorithms
has use in a large number of other maximization problems. We now formally state the algorithm
Round&Scale and prove its correctness and running time.



Round&Scale(N,B):
For each i set p′i = bnε

1
pmax

pic
Run exact algorithm with run time O(nP ′) to obtain A
Output A

Theorem 8 Round&Scale gives a (1− ε) approximation and runs in O(n
3

ε ) time.

Proof: The rounding can be done in linear time and as P ′ = O(n
2

ε ), the dynamic programing
portion of the algorithm runs in O(n

3

ε ) time. To show the approximation ratio, let α = n
ε

1
pmax

and
let A be the solution returned by the algorithm and A∗ be the optimal solution. Observe that for
all X ⊆ N , αp(X) − |X| ≤ p′(X) ≤ αp(X) as the rounding lowers each scaled profit by at most
1. The algorithm returns the best choice for A given the scaled and rounded values, so we know
p′(A) ≥ p′(A∗).

p(A) ≥ 1
α
p′(A) ≥ 1

α
p′(A∗) ≥ p(A∗)− n

α
= OPT− εpmax ≥ (1− ε)OPT

2

It should be noted that this is not the best FPTAS known for Knapsack. In particular, [1]
shows a FPTAS that runs in O(n log(1/ε) + 1/ε4) time.

2 Other Problems

The following problems are related to Knapsack; they can also be viewed as special cases of the set
covering problems discussed previously. Can you see how?

2.1 Bin Packing

BinPacking gives us n items as in Knapsack. Each item i is given a size si ∈ (0, 1]. The goal
is to find the minimum number of bins of size 1 that are required to pack all of the items. As a
special case of Set Cover, there is an O(log n) approximation algorithm for BinPacking, but it
is easy to see that one can do much better. In fact most greedy algorithms give a factor of 2 or
better. There is an algorithm for BinPacking that guarantees a packing of size (1 + ε)OPT + 1.

2.2 Multiple Knapsack

MultipleKnapsack gives us m knapsacks of the same size B and n items with sizes and profits
as in Knapsack. We again wish to pack items to obtains as large a profit as possible, except now
we have more than one knapsack with which to do so. The obvious greedy algorithm based on
Maximum Coverage yields a (1− 1/e) approximation; can you do better?
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CS 598CSC: Approximation Algorithms Lecture date: February 11, 2011
Instructor: Chandra Chekuri Scribe: CC

In the previous lecture we discussed the Knapsack problem. In this lecture we discuss other
packing and independent set problems.

1 Maximum Independent Set Problem

A basic graph optimization problem with many applications is the maximum (weighted) independent
set problem (MIS) in graphs.

Definition 1 Given an undirected graph G = (V,E) a subset of nodes S ⊆ V is an independent
set (stable set) iff there is no edge in E between any two nodes in S. A subset of nodes S is a clique
if every pair of nodes in S have an edge between them in G.

The MIS problem is the following: given a graph G = (V,E) find an independent set in G
of maximum cardinality. In the weighted case, each node v ∈ V has an associated non-negative
weight w(v) and the goal is to find a maximum weight independent set. This problem is NP-Hard
and it is natural to ask for approximation algorithms. Unfortunately, as the famous theorem below
shows, the problem is extremely hard to approximate.

Theorem 1 (H̊astad [1]) Unless P = NP there is no 1
n1−ε -approximation for MIS for any fixed

ε > 0 where n is the number of nodes in the given graph.

Remark: The maximum clique problem is to find the maximum cardinality clique in a given graph.
It is approximation-equivalent to the MIS problem; simple complement the graph.

The theorem basically says the following: there are a class of graphs in which the maximum
independent set size is either less than nδ or greater than n1−δ and it is NP-Complete to decide
whether a given graph falls into the former category or the latter.

The lower bound result suggests that one should focus on special cases, and several interesting
positive results are known. First, we consider a simple greedy algorithm for the unweighted problem.

Greedy(G):

S ← ∅
While G is not empty do

Let v be a node of minimum degree in G
S ← S ∪ {v}
Remove v and its neighbors from G

end while
Output S

Theorem 2 Greedy outputs an independent set S such that |S| ≥ n/(∆ + 1) where ∆ is the
maximum degree of any node in the graph.



Proof: We upper bound the number of nodes in V \ S as follows. A node u is in V \ S because
it is removed as a neighbor of some node v ∈ S when Greedy added v to S. Charge u to v. A
node v ∈ S can be charged at most ∆ times since it has at most ∆ neighbors. Hence we have that
|V \ S| ≤ ∆|S|. Since every node is either in S or V \ S we have |S| + |V \ S| = n and therefore
(∆ + 1)|S| ≥ n which implies that |S| ≥ n/(∆ + 1). 2

Since the maximum independent set size in a graph is n we obtain the following.

Corollary 3 Greedy gives a 1
∆+1 -approximation for (unweighted) MIS in graphs of degree at most

∆.

Exercise: Show that Greedy outputs an independent set of size at least n
2(d+1) where d is the

average degree of G.

Remark: The well-known Turan’s theorem shows via a clever argument that there is always an
independent set of size n

(d+1) where d is the average degree of G.

Remark: For the case of unweighted graphs one can obtain an approximation ratio of Ω( log d
d log log d)

where d is the average degree. Surprisingly, under a complexity theory conjecture called the Unique-

Games conjecture it is known to be NP-Hard to approximate MIS to within a factor of O( log2 ∆
∆ )

in graphs with maximum degree ∆ when ∆ is sufficiently large.

Exercise: Consider the weigthed MIS problem on graphs of maximum degree ∆. Alter Greedy to
sort the nodes in non-increasing order of the weight and show that it gives a 1

∆+1 -approximation.
Can one obtain an Ω(1/d)-approximation for the weighted case where d is the average degree?

LP Relaxation: One can formulate a simple linear-programming relaxation for the (weighted)
MIS problem where we have a variable x(v) for each node v ∈ V indicating whether v is chosen in
the independent set or not. We have constraints which state that for each edge (u, v) only one of
u or v can be chosen.

maximize
∑
v∈V

w(v)x(v)

subject to x(u) + x(v) ≤ 1 (u, v) ∈ E
x(v) ∈ [0, 1] v ∈ V

Although the above is a valid integer programming relaxation of MIS when the variabels are
constrained to be in {0, 1}, it is not a particularly useful formulation for the following simple reason.

Claim 4 For any graph the optimum value of the above LP relaxation is at least w(V )/2. In
particular, for the unweighted case it is at least n/2.

Simply set each x(v) to 1/2!
One can obtain a strengthened formulation below by observing that if S is clique in G then any

independent set can pick at most one node from S.



maximize
∑
v∈V

w(v)x(v)

subject to
∑
v∈S

x(v) ≤ 1 S is a clique in G

x(v) ∈ [0, 1] v ∈ V

The above linear program has an exponential number of variables and it cannot be solved in
polynomial time in general but for some special cases of interest the above linear program can
indeed be solved (or approximately solved) in polynomial time and leads to either exact algorithms
or good approximation bounds.

Approximability of Vertex Cover and MIS: The following is a basic fact and is easy to
prove.

Proposition 5 In any graph G = (V,E), S is a vertex cover in G if and only if V \ S is an
independent set in G. Thus α(G) + β(G) = |V | where α(G) is the size of a maximum independent
set in G and β(G) is the size of a minimum vertex cover in G.

The above shows that if one of Vertex Cover or MIS is NP-Hard then the other is as well.
We have seen that Vertex Cover admits a 2-approximation while MIS admits no constant factor
approximation. It is useful to see why a 2-approximation for Vertex Cover does not give any
useful information for MIS even though α(G) + β(G) = |V |. Suppose S∗ is an optimal vertex
cover and has size ≥ |V |/2. Then a 2-approximation algorithm is only guaranteed to give a vertex
cover of size |V |! Hence one does not obtain a non-trivial independent set by complementing the
approximate vertex cover.

Some special cases of MIS: We mention some special cases of MIS that have been considered
in the literature, this is by no means an exhaustive list.

• Interval graphs; these are intersection graphs of intervals on a line. An exact algorithm can
be obtained via dynamic programming and one can solve more general versions via linear
programming methods.

• Note that a maximum (weight) matching in a graph G can be viewed as a maximum (weight)
independent set in the line-graph of G and can be solved exactly in polynomial time. This
has been extended to what are known as claw-free graphs.

• Planar graphs and generalizations to bounded-genus graphs, and graphs that exclude a fixed
minor. For such graphs one can obtain a PTAS due to ideas originally from Brenda Baker.

• Geometric intersection graphs. For example, given n disks on the plane find a maximum
number of disks that do not overlap. One could consider other (convex) shapes such as axis
parallel rectangles, line segments, pseudo-disks etc. A number of results are known. For
example a PTAS is known for disks in the plane. An Ω( 1

logn)-approximation for axis-parallel

rectangles in the plane when the rectangles are weighted and an Ω( 1
log logn)-approximation

for the unweighted case.



2 Packing Integer Programs (PIPs)

We can express the Knapsack problem as the following integer program. We scaled the knapsack
capacity to 1 without loss of generality.

maximize
n∑
i=1

pixi

subject to
∑
i

sixi ≤ 1

xi ∈ {0, 1} 1 ≤ i ≤ n

More generally if have multiple linear constraints on the “items” we obtain the following integer
program.

Definition 2 A packing integer program (PIP) is an integer program of the form max{wx | Ax ≤
1, x ∈ {0, 1}n} where w is a 1 × n non-negative vector and A is a m × n matrix with entries in
[0, 1]. We call it a {0, 1}-PIP if all entries are in {0, 1}.

In some cases it is useful/natural to define the problem as max{wx | Ax ≤ b, x ∈ {0, 1}n} where
entries in A and b are required to rational/integer valued. We can convert it into the above form
by dividing each row of A by bi.

When m the number of rows of A (equivalently the constraints) is small the problem is tractable.
It is some times called the m-dimensional knapsack (recall the problem in HW 1) and one can obtain
a PTAS for any fixed constant m. However, when m is large we observe that MIS can be cast as a
special case of {0, 1}-PIP. It corresponds exactly to the simple integer/linear program that we saw
in the previous section. Therefore the problem is at least as hard to approximate as MIS. Here
we show via a clever LP-rounding idea that one can generalize the notion of bounded-degree to
column-sparsity in PIPs and obtain a related approximation. We will then introduce the notion of
width of the constraints and show how it allows for improved bounds.

Definition 3 A PIP is k-column-sparse if the number of non-zero entries in each column of A is
at most k. A PIP has width W if maxi,j Aij/bi ≤ 1/W .

2.1 Randomized Rounding with Alteration for PIPs

We saw that randomized rounding gave an O(log n) approximation algorithm for the Set Cover
problem which is a canonical covering problem. Here we will consider the use of randomized round-
ing for packing problems. Let x be an optimum fractional solution to the natural LP relaxation of
a PIP where we replace the constraint x ∈ {0, 1}n by x ∈ [0, 1]n. Suppose we apply independent
randomized rounding where we set x′i to 1 with probability xi. Let x′ be the resulting integer
solution. The expected weight of this solution is exactly

∑
iwixi which is the LP solution value.

However, x′ may not satisfy the constraints given by Ax ≤ b. A natural strategy to try to satisfy
the constraints is to set x′1 to 1 with probability cxi where c < 1 is some scaling constant. This may
help in satisfying the constraints because the scaling creates some room in the constraints; we now
have that the expected solution value is c

∑
iwixi, a loss of a factor of c. Scaling by itself does not



allow us to claim that all constraints are satisfied with good probability. A very useful technique in
this context is the technique of alteration; we judiciously fix/alter the rounded solution x′ to force
it to satisfy the constraints by setting some of the variables that are 1 in x′ to 0. The trick is to
do this in such a way as to have a handle on the final probability that a variable is set to 1. We
will illustrate this for the Knapsack problem and then generalize the idea to k-sparse PIPs. The
algorithms we present are from [2].

Rounding for Knapsack: Consider the Knapsack problem. It is convenient to think of this in
the context of PIPs. So we have ax ≤ 1 where ai now represents the size of item i and the knapsack
capacity is 1; wi is the weight of item. Suppose x is a fractional solution. Call an item i “big” if
ai > 1/2 and otherwise it is “small”. Let S be the indices of small items and B the indices of the
big items. Consider the following rounding algorithm.

Rounding-with-Alteration for Knapsack:
Let x be an optimum fractional solution
Round each i to 1 independently with probability xi/4. Let x′ be rounded solution.
x′′ = x′

If (x′i = 1 for exactly one big item i)
For each j 6= i set x′′j = 0

Else If (
∑

i∈S six
′
i > 1 or two or more big items are chosen in x′)

For each j set x′′j = 0
End If
Output feasible solution x′′

In words, the algorithm alters the rounded solution x′ as follows. If exactly one big item is
chosen in x′ then the algorithm retains that item and rejects all the other small items. Otherwise,
the algorithm rejects all items if two or more big items are chosen in x′ or if the total size of all
small items chosen in x′ exceeds the capacity.

The following claim is easy to verify.

Claim 6 The integer solution x′′ is feasible.

Now let us analyze the probability of an item i being present in the final solution. Let E1 be
the event that

∑
i∈S aix

′
i > 1, that is the sum of the sizes of the small items chose in x′ exceeds the

capacity. Let E2 be the event that at least one big item is chosen in x′.

Claim 7 Pr[E1] ≤ 1/4.

Proof: Let Xs =
∑

i∈S aix
′
i be the random variable that measures the sum of the sizes of the small

items chosen. We have, by linearity of expectation, that

E[Xs] =
∑
i∈S

aiE[x′i] =
∑
i∈S

aixi/4 ≤ 1/4.

By Markov’s inequality, Pr[Xs > 1] ≤ E[Xs]/1 ≤ 1/4. 2

Claim 8 Pr[E2] ≤ 1/2.

Proof: Since the size of each big item in B is at least 1/2, we have 1 ≥
∑

i∈B aixi ≥
∑

i∈B xi/2.
Therefore

∑
i∈B xi/4 ≤ 1/2. Event E2 happens if some item i ∈ B is chosen in the random selection.

Since i is chosen with probability xi/4, by the union bound, Pr[E2] ≤
∑

i∈B xi/4 ≤ 1/2. 2



Lemma 9 Let Zi be the indicator random variable that is 1 if x′′i = 1 and 0 otherwise. Then
E[Zi] = Pr[Zi = 1] ≥ xi/16.

Proof: We consider the binary random variable Xi which is 1 if x′i = 1. We have E[Xi] = Pr[Xi =
1] = xi/4. We write

Pr[Zi = 1] = Pr[Xi = 1] · Pr[Zi = 1 | Xi = 1] =
xi
4

Pr[Zi = 1 | Xi = 1].

To lower bound Pr[Zi = 1 | Xi = 1] we upper bound the probability Pr[Zi = 0|Xi = 1], that is, the
probability that we reject i conditioned on the fact that it is chosen in the random solution x′.

First consider a big item i that is chosen in x′. Then i is rejected iff if another big item is chosen
in x′; the probability of this can be upper bounded by Pr[E1]. If item i is small then it is rejected
if and only if E2 happens or if a big item is chosen which happens with Pr[E1]. In either case

Pr[Zi = 0|Xi = 1] ≤ Pr[E1] + Pr[E2] ≤ 1/4 + 1/2 = 3/4.

Thus,

Pr[Zi = 1] = Pr[Xi = 1] · Pr[Zi = 1 | Xi = 1] =
xi
4

(1− Pr[Zi = 0 | Xi = 1]) ≥ xi
16
.

2

One can improve the above analysis to show that Pr[Zi = 1] ≥ xi/8.

Theorem 10 The randomized algorithm outputs a feasible solution of expected weight at least∑n
i=1wixi/16.

Proof: The expected weight of the output is

E[
∑
i

wix
′′
i ] =

∑
i

wiE[Zi] ≥
∑
i

wixi/16

where we used the previous lemma to lower bound E[Zi]. 2

Rounding for k-sparse PIPs: We now extend the rounding algorithm and analysis above to
k-sparse PIPs. Let x be a feasible fractional solution to max{wx | Ax ≤ 1, x ∈ [0, 1]n}. For a
column index i we let N(i) = {j | Aj,i > 0} be the indices of the rows in which i has a non-zero
entry. Since A is k-column-sparse we have that |N(i)| ≤ k for 1 ≤ i ≤ n. When we have more
than one constraint we cannot classify an item/index i as big or small since it may be big for
some constraints and small for others. We say that i is small for constraint j ∈ N(i) if Aj,i ≤ 1/2
otherwise i is big for constraint j. Let Sj = {i | j ∈ N(i), and i small for j} be the set of all small
columns for j and Bj = {i | j ∈ N(i), and i small for j} be the set of all big columns for j. Note
that Sj ∩Bj is the set of all i with Aj,i > 0.



Rounding-with-Alteration for k-sparse PIPs:
Let x be an optimum fractional solution
Round each i to 1 independently with probability xi/(4k). Let x′ be rounded solution.
x′′ = x′

For j = 1 to m do
If (x′i = 1 for exactly one i ∈ Bj)

For each h ∈ Sj ∪Bj and h 6= i set x′′h = 0
Else If (

∑
i∈Sj

Aj,ix
′
i > 1 or two or more items from Bj are chosen in x′)

For each h ∈ Sj ∪Bj set x′′h = 0
End If

End For
Output feasible solution x′′

The algorithm, after picking the random solution x′, alters it as follows: it applies the previous
algorithm’s strategy to each constraint j separately. Thus an element i can be rejected at different
constraints j ∈ N(i). We need to bound the total probability of rejection. As before, the following
claim is easy to verify.

Claim 11 The integer solution x′′ is feasible.

Now let us analyze the probability of an item i being present in the final solution. Let E1(j)
be the event that

∑
i∈Sj Aj,ix

′
i > 1, that is the sum of the sizes of the items that are small for j in

x′ exceed the capacity. Let E2(j) be the event that at least one big item for j is chosen in x′. The
following claims follow from the same reasoning as the ones before with the only change being the
scaling factor.

Claim 12 Pr[E1(j)] ≤ 1/(4k).

Claim 13 Pr[E2(j)] ≤ 1/(2k).

Lemma 14 Let Zi be the indicator random variable that is 1 if x′′i = 1 and 0 otherwise. Then
E[Zi] = Pr[Zi = 1] ≥ xi/(16k).

Proof: We consider the binary random variable Xi which is 1 if x′i = 1 after the randomized
rounding. We have E[Xi] = Pr[Xi = 1] = xi/(4k). We write

Pr[Zi = 1] = Pr[Xi = 1] · Pr[Zi = 1 | Xi = 1] =
xi
4k

Pr[Zi = 1 | Xi = 1].

We upper bound the probability Pr[Zi = 0|Xi = 1], that is, the probability that we reject i
conditioned on the fact that it is chosen in the random solution x′. We observe that

Pr[Zi = 0|Xi = 1] ≤
∑
j∈N(i)

(Pr[E1(j)] + Pr[E2(j)] ≤ k(1/(4k) + 1/(2k)) ≤ 3/4.

We used the fact that N(i) ≤ k and the claims above. Therefore,

Pr[Zi = 1] = Pr[Xi = 1] · Pr[Zi = 1 | Xi = 1] =
xi
4k

(1− Pr[Zi = 0 | Xi = 1]) ≥ xi
16k

.

2

The theorem below follows by using the above lemma and linearity of expectation to compare
the expected weight of the output of the randomized algorithm with that of the fractional solution.



Theorem 15 The randomized algorithm outputs a feasible solution of expected weight at least∑n
i=1wixi/(16k). There is 1/(16k)-approximation for k-sparse PIPs.

Larger width helps: We saw during the discussion on the Knapsack problem that if all items
are small with respect to the capacity constraint then one can obtain better approximations. For
PIPs we defined the width of a given instance as W if maxi,j Aij/bi ≤ 1/W ; in other words no
single item is more than 1/W times the capacity of any constraint. One can show using a very
similar algorithm and anaylisis as above that the approximation bound improves to Ω(1/kdW e)
for instance with with W . Thus if W = 2 we get a Ω(1/

√
k) approximation instead of Ω(1/k)-

approximation. More generally when W ≥ c log k/ε for some sufficiently large constant c we can
get a (1− ε)-approximation.
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CS 598CSC: Approximation Algorithms Lecture date: February 18, 2011
Instructor: Chandra Chekuri Scribe: CC

In the previous lecture we discussed packing problems of the form max{wx | Ax ≤ 1, x ∈ {0, 1}n}
where A is a non-negative matrix. In this lecture we consider “congestion minimization” in the
presense of packing constraints. We address a routing problem that motivates these kinds of
problems.

1 Chernoff-Hoeffding Bounds

For the analysis in the next section we need a theorem that gives quantitative estimates on the
probability of deviating from the expectation for a random variable that is a sum of binary random
variables.

Theorem 1 (Chernoff-Hoeffding) Let X1, X2, . . . , Xn be independent binary random variables
and let a1, a2, . . . , an be coefficients in [0, 1]. Let X =

∑
i aiXi. Then

• For any µ ≥ E[X] and any δ > 0, Pr[X > (1 + δ)µ] ≤
(

eδ

(1+δ)(1+δ)

)µ
.

• For any µ ≤ E[X] and any δ > 0, Pr[X < (1− δ)µ] ≤ e−µδ2/2.

The bounds in the above theorem are what are called dimension-free in that the dependence is
only on E[X] and not on n the number of variables.

The following corollary will be useful to us. In the statement below we note that m is not related
to the number of variables n.

Corollary 2 Under the conditions of the above theorem, there is a universal constant α such that
for any µ ≥ max{1,E[X]}, and sufficiently large m and for c ≥ 1, Pr[X > αc lnm

ln lnm · µ] ≤ 1/mc.

Proof: Choose δ such that (1 + δ) = αc lnm
ln lnm for some sufficiently large constant α that we will

specify later. Let m be sufficiently large such that ln lnm− ln ln lnm > (ln lnm)/2. Now applying
the upper tail bound in the first part of the above theorem for µ and δ, we have that

Pr[X >
αc lnm

ln lnm
· µ] = Pr[X > (1 + δ)µ]

≤
(

eδ

(1 + δ)(1+δ)

)µ
≤ eδ

(1 + δ)(1+δ)
(since µ ≥ 1 and the term inside is less than 1 for large α and m)

≤ e(1+δ)

(1 + δ)(1+δ)

= (
αc lnm

e ln lnm
)−αc lnm/ ln lnm

= exp((lnαc/e+ ln lnm− ln ln lnm)(−αc lnm/ ln lnm))

≤ exp(0.5 ln lnm(−αc lnm/ ln lnm)) (m and α are sufficiently large to ensure this)

≤ 1/mcα/2 ≤ 1/mc (assuming α is larger than 2)
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2 Congestion Minimization for Routing

Let G = (V,E) be a directed graph that represents a network on which traffic can be routed. Each
edge e ∈ E has a non-negative capacity c(e). There are k pairs of nodes (s1, t1), . . . , (sk, tk) and
each pair i is associated with a non-negative demand di that needs to be routed along a single path
between si and ti. In a first version we will assume that we are explicitly given for each pair i a
set of paths Pi and the demand for i has to be routed along one of the paths in Pi. Given a choice
of the paths, say, p1, p2, . . . , pk where pi ∈ Pi we have an induced flow on each edge e. The flow
on e is the total demand of all pairs whose paths contain e; that is x(e) =

∑
i:e∈pi di. We define

the congestion on e as max{1, x(e)/c(e)}. In the congestion minimization problem the goal is to
choose paths for the pairs to minimize the maximum congestion over all edges. We will make the
following natural assumption. For any path p ∈ Pi and an edge e ∈ p, c(e) ≥ di. One can write
a linear programming relaxation for this problem as follows. We have variables xi,p for 1 ≤ i ≤ k
and p ∈ Pi which indicate whether the path p is the one chosen for i.

minλ

subject to
∑
p∈Pi

xi,p = 1 1 ≤ i ≤ k

k∑
i=1

di
∑

p∈Pi,e∈p
xi,p ≤ λc(e) e ∈ E

xi,p ≥ 0 1 ≤ i ≤ k, p ∈ Pi

Technically the objective function should be max{1, λ} which we can enforce by adding a con-
straint λ ≥ 1.

Let λ∗ be an optimum solution to the above linear program. It gives a lower bound on the
optimum congestion. How do we convert a fractional solution to an integer solution? A simple
randomized rounding algorithm was suggested by Raghavan and Thompson in their influential work
[1].

RandomizedRounding:
Let x be an optimum fractional solution
For i = 1 to k do

Independent of other pairs, pick a single path p ∈ Pi randomly such that Pr[p is chosen] = xi,p

Note that for a given pair i we pick exactly one path. One can implement this step as follows.
Since

∑
p∈Pi xi,p = 1 we can order the paths in Pi in some arbitrary fashion and partition the

interval [0, 1] by intervals of length xi,p, p ∈ Pi. We pick a number θ uniformly at random in [0, 1]
and the interval in which θ lies determines the path that is chosen.

Now we analyze the performance of the randomized algorithm. Let Xe,i be a binary random
variable that is 1 if the path chosen for i contains the edge e. Let Xe =

∑
i diXe,i be the total

demand routed through e. We leave the proof of the following claim as an exercise to the reader.



Claim 3 E[Xe,i] = Pr[Xe,i = 1] =
∑

p∈Pi,e∈p xi,p.

The main lemma is the following.

Lemma 4 There is a universal constant β such that Pr[Xe >
β lnm
ln lnm · c(e) max{1, λ∗}] ≤ 1/m2

where m is the number of edges in the graph.

Proof: Recall that Xe =
∑

i diXe,i.

E[Xe] =
∑
i

diE[Xe,i] =
∑
i

di
∑

p∈Pi,e∈p
xi,p ≤ λ∗c(e).

The second equality follows from the claim above, and inequality follows from the constraint in the
LP relaxation.

Let Ye = Xe/c(e) =
∑

i
di
c(e)Xe,i. From above E[Ye] ≤ λ∗. The variables Xe,i are independent

since the paths for the different pairs are chosen independently. Ye is a sum of independent binary
random variables and each coefficient di/c(e) ≤ 1 (recall the assumption). Therefore we can apply
Chernoff-Hoeffding bounds and in particular Corollary 2 to Ye with c = 2.

Pr[Ye ≥
2α lnm

ln lnm
max{1, λ∗}] ≤ 1/m2.

The constant α above is the one guaranteed in Corollary 2. We can set β = 2α. This proves the
lemma by noting that Xe = c(e)Ye. 2

Theorem 5 RandomizedRounding, with probability at least (1 − 1/m) (here m is the number of
edges) outputs a feasible integral solution with congestion upper bounded by O( lnm

ln lnm) max{1, λ∗}.

Proof: From Lemma 4 for any fixed edge e, the probability of the congestion on e exceeding
β lnm
ln lnm max{1, λ∗} is at most 1/m2. Thus the probability that it exceeds this bound for any edge is
at most m · 1/m2 ≤ 1/m by the union bounds over the m edges. Thus with probability at least
(1− 1/m) the congestion on all edges is upper bounded by β lnm

ln lnm max{1, λ∗}. 2

The above algorithm can be derandomized but it requires the technique of pessimistic estimators
which was another innovation by Raghavan [2].

2.1 Unsplittable Flow Problem: when the paths are not given explicitly

We now consider the variant of the problem in which Pi is the set of all paths between si and
ti. The paths for each pair are not explicitly given to us as part of the input but only implicitly
given. This problem is called the unsplittable flow problem. The main technical issue in extending
the previous approach is that Pi can be exponential in n, the number of nodes. We cannot even
write down the linear proogram we developed previously in polynomial time! However it turns out
that one can in fact solve the linear program implicitly and find an optimal solution which has
the added bonus of having polynomial-sized support; in other words the number of variables xi,p
that are strictly positive will be polynomial. This should not come as a surprise since the linear
program has only a polynomial number of non-trivial constraints and hence it has an optimum
basic solution with small support. Once we have a solution with a polynomial-sized support the
randomized rounding algorithm can be implemented in polynomial time by simply working with



those paths that have non-zero flow on them. How do we solve the linear program? This requires
using the Ellipsoid method on the dual and then solving the primal via complementary slackness.
We will discuss this at a later point.

A different approach is to solve a flow-based linear program which has the same optimum value
as the path-based one. However, in order to implement the randomized rounding, one then has to
decompose the flow along paths which is fairly standard in network flows. We now describe the
flow based relaxation. We have variables f(e, i) for each edge e and pair (si, ti) which is the total
amount of flow for pair i along edge e. We will send a unit of flow from si to ti which corresponds
to finding a path to route. In calculating congestion we will again scale by the total demand.

minλ

subject to

k∑
i=1

dif(e, i) ≤ λc(e) e ∈ E∑
e∈δ+(si)

f(e, i)−
∑

e∈δ−(si)

f(e, i) = 1 1 ≤ i ≤ k

∑
e∈δ+(v)

f(e, i)−
∑

e∈δ−(v)

f(e, i) = 0 1 ≤ i ≤ k, v 6∈ {si, ti}

f(e, i) ≥ 0 1 ≤ i ≤ k, e ∈ E

The above linear program can be solved in polynomial time since it has only mk variables and
O(m+ kn) constraints where m is the number of edges in the graph and k is the number of pairs.
Given a feasible solution f for the above linear program we can, for each i, decompose the flow
vector f(., i) for the pair (si, ti) into flow along at most m paths. We then use these paths in the
randomized rounding. For that we need the following flow-decomposition theorem for s-t flows.

Lemma 6 Given a directed graph G = (V,E) and nodes s, t ∈ V and an s-t flow f : E → R+

there is a decomposition of f along s-t paths and cycles in G. More formally let Pst be the set of
all s-t paths and let C be the set of directed cycles in G. Then there is a function g : Pst ∪ C → R+

such that:

• For each e,
∑

q∈Pst∪C,e∈q g(q) = f(e).

•
∑

p∈Pst g(p) is equal to the value of the flow f .

• The support of g is at most m where m is the number of edges in G, that is, |{q|g(q) > 0}| ≤ m.
In particular, if f is acyclic g(q) = 0 for all q ∈ C.

Moreover, given f , g satisfying the above properties can be computed in polynomial time where the
output consists only of paths and cycles with non-zero g value.

By applying the above ingredients we obtain the following.

Theorem 7 There is an O(log n/ log log n) randomized approximation algorithm for congestion
minimization in the unsplittable flow problem.
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1 Scheduling on Unrelated Parallel Machines

We have a set J of n jobs, and a set M of m machines. The processing time of job i is pij on machine
j. Let f : J ←M be a function that assigns each job to exactly one machine. The makespan of f is
max1≤j≤m

∑
i:f(i)=j pij , where

∑
i:f(i)=j pij is the total processing time of the jobs that are assigned

to machine j. In the Scheduling on Unrelated Parallel Machines problem, the goal is to
find an assignment of jobs to machines of minimum makespan.

We can write an LP for the problem that is very similar to the routing LP from the previous
lecture. For each job i and each machine j, we have a variable xij that denotes whether job i is
assigned to machine j. We also have a variable λ for the makespan. We have a constraint for
each job that ensures that the job is assigned to some machine, and we have a constraint for each
machine that ensures that the total processing time of jobs assigned to the machines is at most the
makespan λ.

minimize λ

subject to
∑
j∈M

xij = 1 ∀i ∈ J

∑
i∈J

xijpij ≤ λ ∀j ∈M

xij ≥ 0 ∀i ∈ J, j ∈M

The above LP is very natural, but unfortunately it has unbounded integrality gap. Suppose
that we have a single job that has processing time T on each of the machines. Clearly, the optimal
schedule has makespan T . However, the LP can schedule the job to the extend of 1/m on each
of the machines, i.e., it can set x1j = 1/m for all j, and the makespan of the resulting fractional
schedule is only T/m.

To overcome this difficulty, we modify the LP slightly. Suppose we knew that the makespan of
the optimal solution is equal to λ, where λ is some fixed number. If the processing time pij of job i
on machine j is greater than λ, job i is not scheduled on machine j, and we can strengthen the LP
by setting xij to 0 or equivalently, by removing the variable. More precisely, let Sλ = {(i, j) | i ∈
J, j ∈M,pij ≤ λ}. Given a value λ, we can write the following LP for the problem.

LP(λ) ∑
j: (i,j)∈Sλ

xij = 1 ∀i ∈ J

∑
i: (i,j)∈Sλ

xijpij ≤ λ ∀j ∈M

xij ≥ 0 ∀(i, j) ∈ Sλ



Note that the LP above does not have an objective function. In the following, we are only
interested in whether the LP is feasible, i.e, whether there is an assignment that satisfies all the
constraints. Also, we can think of λ as a parameter and LP(λ) as a family of LPs, one for each
value of the parameter. A useful observation is that, if λ is a lower bound on the makespan of the
optimal schedule, LP(λ) is feasible and it is a valid relaxation for the Scheduling on Unrelated
Parallel Machines problem.

Lemma 1. Let λ∗ be the minimum value of the parameter λ such that LP(λ) is feasible. We can
find λ∗ in polynomial time.

Proof: For any fixed value of λ, we can check whether LP(λ) is feasible using a polynomial-time
algorithm for solving LPs. Thus we can find λ∗ using binary search starting with the interval
[0,

∑
i,j pij ]. �

In the following, we will show how to round a solution to LP(λ∗) in order to get a schedule
with makespan at most 2λ∗. As we will see shortly, it will help to round a solution to LP(λ∗) that
is a vertex solution.

Let x be a vertex solution to LP(λ∗). Let G be a bipartite graph on the vertex set J ∪M that
has an edge ij for each variable xij 6= 0. We say that job i is fractionally set if xij ∈ (0, 1) for some
j. Let F be the set of all jobs that are fractionally set, and let H be a bipartite graph on the vertex
set F ∪M that has an edge ij for each variable xij ∈ (0, 1); note that H is the induced subgraph
of G on F ∪M . As shown in Lemma 2, the graph H has a matching that matches every job in F
to a machine, and we will use such a matching in the rounding algorithm.

Lemma 2. The graph G has a matching that matches every job in F to a machine.

We are now ready to give the rounding algorithm.

SUPM-Rounding
Find λ∗

Find a vertex solution x to LP(λ∗)
For each i and j such that xij = 1, assign job i to machine j
Construct the graph H
Find a maximum matching M in H
Assign the fractionally set jobs according to the matching M

Theorem 3. Consider the assignment constructed by SUPM-Rounding. Each job is assigned to
a machine, and the makespan of the schedule is at most 2λ∗.

Proof: By Lemma 2, the matchingMmatches every fractionally set job to a machine and therefore
all of the jobs are assigned. After assigning all of the integrally set jobs, the makespan (of the partial
schedule) is at most λ∗. Since M is a matching, each machine receives at most one additional job.
Let i be a fractionally set job, and suppose that i is matched (in M) to machine j. Since the pair
(i, j) is in Sλ∗ , the processing time pij is at most λ∗, and therefore the total processing time of
machine j increases by at most λ after assigning the fractionally set jobs. Therefore the makespan
of the final schedule is at most 2λ∗. �



Exercise: Give an example that shows that Theorem 3 is tight. That is, give an instance and a
vertex solution such that the makespan of the schedule SUPM-Rounding is at least (2− o(1))λ∗.

Since λ∗ is a lower bound on the makespan of the optimal schedule, we get the following corollary.

Corollary 4. SUPM-Rounding achieves a 2-approximation.

Now we turn our attention to Lemma 2 and some other properties of vertex solutions to LP(λ).

Lemma 5. If LP(λ) is feasible, any vertex solution has at most m + n non-zero variables and it
sets at least n−m of the jobs integrally.

Proof: Let x be a vertex solution to LP(λ). Let r denote the number of pairs in Sλ. Note that
LP(λ) has r variables, one for each pair (i, j) ∈ Sλ. If x is a vertex solution, it satisfies r of the
constraints of LP(λ) with equality. The first set of constraints consists of m constraints, and the
second set of constraints consists of n constraints. Therefore at least r − (m + n) of the tight
constraints are from the third set of constraints, i.e., at least r− (m+n) of the variables are set to
zero.

We say that job i is set fractionally if xij ∈ (0, 1) for some j; job i is set integrally if xij ∈ {0, 1}
for all j. Let I and F be the set of jobs that are set integrally and fractionally (respectively).
Clearly, |I| + |F | = n. Any job i that is fractionally set is assigned (fractionally) to at least two
machines, i.e., there exist j 6= ` such that xij ∈ (0, 1) and xi` ∈ (0, 1). Therefore there are at
least 2|F | distinct non-zero variables corresponding to jobs that are fractionally set. Additionally,
for each job i that is integrally set, there is a variable xij that is non-zero. Thus the number of
non-zero variables is at least |I|+ 2|F |. Hence |I|+ |F | = n and |I|+ 2|F | ≤ m+ n, which give us
that |I| is at least n−m. �

Definition 1. A connected graph is a pseudo-tree if the number of edges it most the number of
vertices plus one. A graph is a pseudo-forest if each of its connected components is a pseudo-tree.

Lemma 6. The graph G is a pseudo-forest.

Proof: Let C be a connected component of G. We restrict LP(λ) and x to the jobs and machines
in C to get LP′(λ) and x′. Note that x′ is a feasible solution to LP′(λ). Additionally, x′ is a
vertex solution to LP′(λ). If not, x′ is a convex combination of two feasible solutions x′1 and x′2
to LP′(λ). We can extend x′1 and x′2 to two solutions x1 and x2 to LP(λ) using the entries of x
that are not in x′. By construction, x1 and x2 are feasible solutions to LP(λ). Additionally, x is a
convex combination of x1 and x2, which contradicts the fact that x is a vertex solution. Thus x′

is a vertex solution to LP′(λ) and, by Lemma 5, x′ has at most n′ +m′ non-zero variables, where
n′ and m′ are the number of jobs and machines in C. Thus C has n′ + m′ vertices and at most
n′ +m′ edges, and therefore it is a pseudo-tree. �

Proof of Lemma 2: Note that each job that is integrally set has degree one in G. We remove each
integrally set job from G; note that the resulting graph is H. Since we removed an equal number
of vertices and edges from G, it follows that H is a pseudo-forest as well. Now we construct a
matching M as follows.



Note that every job vertex has degree at least 2, since the job is fractionally assigned to at least
two machines. Thus all of the leaves (degree-one vertices) of H are machines. While H has at least
one leaf, we add the edge incident to the leaf to the matching and we remove both of its endpoints
from the graph. If H does not have any leaves, H is a collection of vertex-disjoint cycles, since it is
a pseudo-forest. Moreover, each cycle has even length, since H is bipartite. We construct a perfect
matching for each cycle (by taking alternate edges), and we add it to our matching. 2

Exercise: (Exercise 17.1 in [3]) Give a proof of Lemma 2 using Hall’s theorem.

2 Generalized Assignment Problem

The Generalized Assignment problem is a generalization of the Scheduling on Unrelated
Parallel Machines problem in which there are costs associated with each job-machine pair, in
addition to a processing time. More precisely, we have a set J of n jobs, a set M of m machines,
and a target λ. The processing time of job i is pij on machine j, and the cost of assigning job i to
machine j is cij . Let f : J → M be a function that assigns each job to exactly one machine. The
assignment f is feasible if its makespan is at most λ (recall that λ is part of the input), and its cost
is

∑
i cif(i). In the Generalized Assignment problem, the goal is to construct a minimum cost

assignment f that is feasible, provided that there is a feasible assignment.
In the following, we will show that, if there is a schedule of cost C and makespan at most λ,

then we can construct a schedule of cost at most C and makespan at most 2λ.
As before, we let Sλ denote the set of all pairs (i, j) such that pij ≤ λ. We can generalize the

relaxation LP(λ) from the previous section to the following LP.

GAP-LP

min
∑

(i,j)∈Sλ

xijcij

subject to
∑

j: (i,j)∈Sλ

xij = 1 ∀i ∈ J

∑
i: (i,j)∈Sλ

xijpij ≤ λ ∀j ∈M

xij ≥ 0 ∀(i, j) ∈ Sλ

Since we also need to preserve the costs, we can no longer use the previous rounding; in fact, it
is easy to see that the previous rounding is arbitrarily bad for the Generalized Assignment
problem. However, we will still look for a matching, but in a slightly different graph.

But before we give the rounding algorithm for the Generalized Assignment problem, we
take a small detour into the problem of finding a minimum-cost matching in a bipartite graph. In
the Minimum Cost Biparite Matching problem, we are given a bipartite graph B = (V1∪V2, E)
with costs ce on the edges, and we want to construct a minimum cost matching M that matches
every vertex in V1, if there is such a matching. For each vertex v, let δ(v) be the set of all edges
incident to v. We can write the following LP for the problem.



BipartiteMatching(B)

min
∑

e∈E(B)

ceye

subject to
∑
e∈δ(v)

ye = 1 ∀v ∈ V1∑
e∈δ(v)

ye ≤ 1 ∀v ∈ V2

ye ≥ 0 ∀e ∈ E(B)

Theorem 7 (Edmonds [2]). For any bipartite graphB, any vertex solution to BipartiteMatching(B)
is an integer solution. Moreover, given a feasible fractional solution, we can find in polynomial time
a feasible solution z such that z is integral and∑

e∈E(B)

ceze ≤
∑

e∈E(B)

ceye.

Let x be an optimal vertex solution to GAP-LP. As before, we want to construct a graph G that
has a matchingM that matches all jobs. The graph G will now have costs on its edges and we want
a matching of cost at most C. Recall that for Scheduling on Unrelated Parallel Machines
we defined a bipartite graph on the vertex set J ∪M that has an edge ij for every variable xij
that is non-zero. We can construct the same graph for Generalized Assignment, and we can
assign a cost cij to each edge ij. If the solution x was actually a fractional matching — that is,
if x was a feasible solution to BipartiteMatching(G) — Theorem 7 would give us the desired
matching. The solution x satisfies the constraints corresponding to vertices v ∈ J , but it does not
necessarily satisfy the constraints corresponding vertices v ∈ M , since a machine can be assigned
more than one job. To get around this difficulty, we will introduce several nodes representing the
same machine, and we will use x to construct a fractional matching for the resulting graph.

The fractional solution x assigns
∑

i∈J xij jobs to machine j; let kj = d
∑

i∈J xije. We construct
a bipartite graph G as follows. For each job i, we have a node i. For each machine j, we have kj
nodes (j, 1), · · · , (j, kj). We can think of the nodes (j, 1), · · · , (j, kj) as slots on machine j. Since
now we have multiple slots on each of the machines, we need a fractional assignment y that assigns
a job to slots on the machines. More precisely, y has an entry yi,(j,s) for each job i and each slot
(j, s) that represents the fraction of job i that is assigned to the slot. We give the algorithm that
constructs y from x below. Once we have the solution y, we add an edge between any job i and
any machine slot (j, s) such that yi,(j,s) is non-zero. Additionally, we assign a cost ci,(j,s) to each
edge (i, (j, s)) of G that is equal to cij .

When we construct y, we consider each machine in turn. Let j be the current machine. Recall
that we want to ensure that y assigns at most one job to each slot; as such, we will think of each
slot on machine j as a bin with capacity 1. We “pack” jobs into the bins greedily. We only consider
jobs i such that pij is at most λ; let h denote the number of such jobs. We assume without loss
of generality that these are labeled as 1, 2, · · · , h, and p1j ≥ p2j ≥ · · · ≥ phj . Informally, when we
construct y, we consider the jobs 1, 2, · · · , h in this order. Additionally, we keep track of the bin
that has not been filled and the amount of space s available on that bin. When we consider job i,



GreedyPacking(x)

y = 0 〈〈initialize y to 0〉〉
s = 1 〈〈s is the current bin〉〉
R = 1 〈〈R is the space available on bin s〉〉
for i = 1 to h
〈〈pack xij into the bins〉〉
if xij ≤ R

yi,(j,s) = xij
R = R− xij
if R = 0

s = s+ 1
R = 1

else
yi,(j,s) = R
yi,(j,s+1) = xij −R 〈〈pack xij −R in the next bin〉〉
R = 1− yi,(j,s+1)

s = s+ 1
return y

x1j = 0.5

x2j = 0.7

x3j = 0.3

x4j = 0.2

x5j = 0.6

Jobs Slots/Bins

y1,(j,1) = 0.5

y2,(j,1) = 0.5

y2,(j,2) = 0.2

y3,(j,2) = 0.3

y4,(j,2) = 0.2

y5,(j,2) = 0.3

y5,(j,3) = 0.3

Figure 1. Constructing y from x.

we try to pack xij into the current bin: if there is at least xij space available, i.e., xij ≤ s, we pack
the entire amount into the current bin; otherwise, we pack as much as we can into the current bin,
and we pack the rest into the next bin. (See Figure 1 for an example.)

Lemma 8. The solution y constructed by GreedyPacking is a feasible solution to BipartiteMatching(G).
Moreover, ∑

(i,(j,s))∈E(G)

yi,(j,s)ci,(j,s) =
∑

(i,j)∈Sλ

xijcij .

Proof: Note that, by construction, xij =
∑kj

s=1 yi,(j,s). Therefore, for any job i, we have

∑
(i,(j,s))∈δ(i)

yi,(j,s) =
∑

j: (i,j)∈Sλ

kj∑
s=1

yi,(j,s) =
∑

j: (i,j)∈Sλ

xij = 1

Additionally, since we imposed a capacity of 1 on the bins associated with each slot, it follows that,
for any slot (j, s), ∑

(i,(j,s)∈δ((j,s)))

yi,(j,s) ≤ 1

Therefore y is a feasible solution to BipartiteMatching(G). Finally,

∑
(i,(j,s))∈E(G)

=
n∑
i=1

∑
j: (i,j)∈Sλ

kj∑
s=1

yi,(j,s)cij =
∑

(i,j)∈Sλ

xijcij

�

Theorem 7 gives us the following corollary.



Corollary 9. The graph G has a matching M that matches every job and it has cost at most∑
(i,j)∈Sλ xijcij . Moreover, we can find such a matching in polynomial time.

GAP-Rounding
let x be an optimal solution to GAP-LP
y = GreedyPacking(x)
construct the graph G
construct a matching M in G such that M matches every job

and the cost of M is at most
∑

(i,j)∈Sλ xijcij
for each edge (i, (j, s)) ∈M

assign job i to machine j

Theorem 10. Let C =
∑

(i,j)∈Sλ xijcij . The schedule returned by GAP-Rounding has cost at
most C and makespan at most 2λ.

Proof: By Corollary 9, the cost of the schedule is at most C. Therefore we only need to upper
bound the makespan of the schedule.

Consider a machine j. For any slot (j, s) on machine j, let

qjs = max
i:yi,(j,s)>0

pij

That is, qjs is the maximum processing time of any pair ij such that job i is assigned (in y) to the
slot (j, s). It follows that the total processing time of the jobs that M assigns to machine j is at

most
∑kj

s=1 qjs.
Since GAP-LP has a variable xij only for pairs (i, j) such that pij is at most λ, it follows that

qj1 is at most λ. Therefore we only need to show that
∑kj

s=2 qjs is at most λ as well. Consider a slot
s on machine j such that s > 1. Recall that we labeled the jobs that are relevant to machine j —
that is, jobs i such that pij is at most λ — as 1, 2, · · · , h such that p1j ≥ p2j ≥ · · · ≥ phj . Consider
a job ` that is assigned to slot s. Since GreedyPacking considers jobs in non-increasing order
according to their processing times, the processing time p`j of job ` is at most the processing time
of any job assigned to the slot s − 1. Therefore p`j is upper bounded by any convex combination
of the processing times of the jobs that are assigned to the slot s − 1. Since the slot s − 1 is full,∑

i yi,(j,s−1) = 1 and thus p`j is at most
∑

i yi,(j,s−1)pij . It follows that

kj∑
s=2

qjs ≤
kj∑
s=2

∑
i

yi,(j,s−1)pij ≤
kj∑
s=1

∑
i

yi,(j,s)pij

By construction,
∑

s yi,(j,s) = xij , and therefore

kj∑
s=1

∑
i

yi,(j,s)pij =
∑
i

pij

s∑
s=1

yi,(j,s) =
∑
i

pijxij

Since x is a feasible solution to the GAP-LP,

kj∑
s=2

qjs ≤
∑
i

pijxij ≤ λ

which completes the proof. �
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Local search is a powerful and widely used heuristic method (with various extensions). In this
lecture we introduce this technique in the context of approximation algorithms. The basic outline
of local search is as follows. For an instance I of a given problem let S(I) denote the set of feasible
solutions for I. For a solution S we use the term (local) neighborhood of S to be the set of all
solution S′ such that S′ can be obtained from S via some local moves. We let N(S) denote the
neighborhood of S.

LocalSearch:
Find a “good” initial solution S0 ∈ S(I)
S ← S0

repeat
If (∃S′ ∈ N(S) such that val(S′) is strictly better than val(S))

S ← S′

Else
S is a local optimum
return S

EndIf
Until (True)

For minimization problems S′ is strictly better than S if val(S′) < val(S) whereas for maxi-
mization problems it is the case if val(S′) > val(S).

The running time of the generic local search algorithm depends on several factors. First, we
need an algorithm that given a solution S either declares that S is a local optimum or finds a
solution S′ ∈ N(S) such that val(S′) is strictly better thatn val(S). A standard and easy approach
for this is to ensure that the local moves are defined in such a way that |N(S)| is polynomial in the
input size |I| and N(S) can be enumerated efficiently; thus one can check each S′ ∈ N(S) to see if
any of them is an improvement over S. However, in some more advanced settings, N(S) may be
exponential in the input size but one may be able to find a solution in S′ ∈ N(S) that improves
on S in polynomial time. Second, the running time of the algorithm depends also on the number
of iterations it takes to go from S0 to a local optimum. In the worst case the number of iterations
could be |OPT−val(S0)| which need not be strongly polynomial in the input size. We will see that
one can often use a standard scaling trick to overcome this issue; basically we stop the algorithm
unless the improvement obtained over the current S is a significant fraction of val(S). Finally, the
quality of the initial solution S0 also factors into the running time.

1 Local Search for Max Cut

We illustrate local search for the well-known Max Cut problem. In Max Cut we are given an
undirected graph G = (V,E) and the goal is to partition V into (S, V \ S) so as to maximize the
number of edges crossing S, that is, |δG(S)|. In the weighted version each edge e has a non-negative
weight w(e) the goal is to maximize the weight of the edges crossing S, that is, w(δG(S)) where
w(A) =

∑
e∈Aw(e).



We consider a simple local search algorithm for Max Cut that starts with an arbitrary set
S ⊆ V and in each iteration either adds a vertex to S or removes a vertex from S as long as it
improves the cut capacity.

LocalSearch for Max Cut:
S ← ∅
repeat

If (∃v ∈ V \ S such that w(δ(S + v)) > w(δ(S)))
S ← S + v

Else If (∃v ∈ S such that w(δ(S − v)) > w(δ(S)))
S ← S − v

Else
S is a local optimum
return S

EndIf
Until (True)

We will first focus on the quality of solution output by the local search algorithm.

Lemma 1 Let S be a local optimum outbut the local search algorithm. Then for each vertex v,
w(δ(S) ∩ δ(v)) ≥ w(δ(v))/2.

Proof: Let αv = w(δ(S)∩ δ(v)) be the weight of edges among those incident to v (δ(v)) that cross
the cut S. Let βv = w(δ(v))− αv.

We claim that αv ≥ betav for each v. If v ∈ V \ S and αv < βv then moving v to S will
strictly increase w(δ(S)) and S cannot be a local optimum. Similarly if v ∈ S and αv < βv
w(δ(S − v)) > w(δ(S)) and S is not a local optimum. 2

Corollary 2 If S is a local optimum then w(δ(S)) ≥ w(E)/2 ≥ OPT/2.

Proof: Since each edge is incident to exactly two vertices we have w(δ(S)) = 1
2

∑
v∈V w(δ(S)∩δ(v)).

Apply the above lemma,

w(δ(S)) =
1
2

∑
v∈V

w(δ(S) ∩ δ(v))

≥ 1
2

∑
v∈V

w(δ(v))/2

≥ 1
2
w(E)

≥ 1
2
OPT,

since OPT ≤ w(E). 2

The running time of the local search algorithm depends on the number of local improvement
iterations; checking whether there is a local move that results in an improvement can be done by
trying all possible vertices. If the graph is unweighted then the algorithm terminates in at most |E|
iterations. However, in the weighted case, it is known that the algorithm can take an exponential



time in |V | when the weights are large. Many local search algorithms can be modified slightly
to terminate with an approximate local optimum such that (i) the running time of the modified
algorithm is strongly polynomial in the input size and (ii) the quality of the solution is very similar
to that given by the original local search. We illustrate these ideas for Max Cut. Consider the
following algorithm where ε > 0 is a parameter that can be chosen. Let n be the number of nodes
in G.

Modified LocalSearch for Max Cut(ε):

S ← {v∗} where v∗ = arg maxv∈V w(δ(v))
repeat

If (∃v ∈ V \ S such that w(δ(S + v)) > (1 + ε
n )w(δ(S)))

S ← S + v
Else If (∃v ∈ S such that w(δ(S − v)) > (1 + ε

n )w(δ(S)))
S ← S − v

Else
return S

EndIf
Until (True)

The above algorithm terminates unless the improvement is a relative factor of (1 + ε
n) over the

current solution’s value. Thus the final output S is an approximate local optimum.

Lemma 3 Let S be the output of the modified local search algorithm for Max Cut. Then w(δ(S)) ≥
1

2(1+ε/4)w(E).

Proof: As before let αv = w(δ(S) ∩ δ(v)) and βv = w(δ(v)) − αv. Since S is an approximately
local optimum we claim that for each v

βv − αv ≤
ε

n
w(δ(S)).

Otherwise a local move using v would improve S by more than (1 + ε/n) factor. (The formal proof
is left as an exercise to the reader).

We have,

w(δ(S)) =
1
2

∑
v∈V

αv

=
1
2

∑
v∈V

((αv + βv)− (βv − αv))/2

≥ 1
4

∑
v∈V

(w(δ(v))− ε

n
w(S))

≥ 1
2
w(E)− 1

4

∑
v∈V

ε

n
w(S)

≥ 1
2
w(E)− 1

4
ε · w(S).

Therefore w(S)(1 + ε/4) ≥ w(E)/2 and the lemma follows. 2

Now we argue about the number of iterations of the algorithm.



Lemma 4 The modified local search algorithm terminates in O(1
εn log n) iterations of the improve-

ment step.

Proof: We observe that w(S0) = w(δ(v∗)) ≥ 1
2nw(E) (why?). Each local improvement iteration

improves w(δ(S)) by a multiplicative factor of (1 + ε/n). Therefore if k is the number of iterations
that the algorithm runs for then (1 + ε/n)kw(S0) ≤ w(δ(S) where S is the final output. However,
w(δ(S)) ≤ w(E). Hence

(1 + ε/n)kw(E)/2n ≤ w(E)

which implies that k = O(1
εn log n). 2

A tight example for local optimum: Does the local search algorithm do better than 1/2?
Here we show that a local optimum is no better than a 1/2-approximation. Consider a complete
bipartite graph K2n,2n with 2n vertices in each part. If L and R are the parts a set S where
|S ∩ L| = n = |S ∩ R| is a local optimum with |δ(S)| = |E|/2. The optimum solution for this
instance is |E|.

Max Directed Cut: A problem related to Max Cut is Max Directed Cut in which we are
given a directed edge-weighted graph G = (V,E) and the goal is to find a set S ⊆ V that maximizes
w(δ+G(S)); that is, the weight of the directed edges leaving S. One can apply a similar local search as
the one for Max Cut. However, the following example shows that the output S can be arbitrarily
bad. Let G = (V,E) be a directed in-star with center v and arcs connecting each of v1, . . . , vn to v.
Then S = {v} is a local optimum with δ+(S) = ∅ while OPT = n. However, a minor tweak to the
algorithm gives a 1/3-approximation! Instead of returning the local optimum S return the better
of S and V \ S. This step is needed because the directed cuts are not symmetric.

2 Local Search for Submodular Function Maximization

In this section we consider the utility of local search for maximizing non-negative submodular
functions. Let f : 2V → R+ be a non-negative submodular set function on a ground set V . Recall
that f is submodular if f(A) + f(B) ≥ f(A ∪ B) + f(A ∩ B) for all A,B ⊆ V . Equivalently f
is submodular if f(A + v) − f(A) ≥ f(B + v) − f(B) for all A ⊂ B and v 6∈ B. f is monotone
if f(A) ≤ f(B) for all A ⊆ B. f is symmetric if f(A) = f(V \ A) for all A ⊆ V . Submodular
functions arise in a number of settings in combinatorial optimization. Two important examples are
the following.

Example: Coverage in set systems. Let S1, S2, . . . , Sn be subsets of a set U . Let V = {1, 2, . . . , n}
and define f : 2V → R+ where f(A) = | ∪i∈A Si|. f is a monotone submodular function. One
can also associate weights to elements of U via a function w : U → R+; the function f defined as
f(A) = w(∪i∈ASi) is also monotone submodular.

Example: Cut functions in graphs. Let G = (V,E) be an undirected graph with non-negative
edge weights w : E → R+. The cut function f : 2V → R+ defined as f(S) =

∑
e∈δG(S)w(e) is a

symmetric submodular function; it is not monotone unless the graph is trivial. If G is directed and
we define f as f(S) =

∑
e∈δ+G(S)w(e) then f is submodular but is not necessarily symmetric.



The following problem generalizes Max Cut and Max Directed Cut that we have already
seen.

Problem: Max Submod Func. Given a non-negative submodular set function f on a ground set
V via a value oracle1 find maxS⊆V f(S).

Note that if f is monotone then the problem is trivial since V is the optimum solution. Therefore,
the problem is interesting (and NP-Hard) only when f is not necessarily monotone. We consider a
simple local search algorithm for Max Submod Func and show that it gives a 1/3-approximation
and a 1/2-approximation when f is symmetric. This was shown in [2].

LocalSearch for Max Submod Func:
S ← ∅
repeat

If (∃v ∈ V \ S such that f(S + v) > f(S))
S ← S + v

Else If (∃v ∈ S such that f(S − v) > f(S))
S ← S − v

Else
S is a local optimum
return the better of S and V \ S

EndIf
Until (True)

We start the analysis of the algorithm with a basic lemma on submodularity.

Lemma 5 Let f : 2V → R+ be a submodular set function on V . Let A ⊂ B ⊆ V . Then

• If f(B) > f(A) then there is an element v ∈ B \ A such that f(A + v) − f(A) > 0. More
generally there is an element v ∈ B \A such that f(A+ v)− f(A) ≥ 1

|B\A|(f(B)− f(A)).

• If f(A) > f(B) then there is an element v ∈ B \ A such that f(B − v) − f(B) > 0. More
generally there is an element v ∈ B \A such that f(B − v)− f(B) ≥ 1

|B\A|(f(A)− f(B)).

We obtain the following corollary.

Corollary 6 Let S be a local optimum for the local search algorithm and let S∗ be an optimum
solution. Then f(S) ≥ f(S ∩ S∗) and f(S) ≥ f(S ∪ S∗).

Theorem 7 The local search algorithm is a 1/3-approximation and is a 1/2-approximation if f is
symmetric.

Proof: Let S be the local optimum and S∗ be a global optimum for the given instance. From the
previous corollary we have that f(S) ≥ f(S ∩ S∗) and f(S) ≥ f(S ∪ S∗). Note that the algorithm
outputs the better of S and V \ S. By submodularity, we have,

f(V \ S) + f(S ∪ S∗) ≥ f(S∗ \ S) + f(V ) ≥ f(S∗ \ S)

1A value oracle for a set function f : 2V → R provides access to the function by giving the value f(A) when
presented with the set A.



where we used the non-negativity of f in the second inequality. Putting together the inequalities,

2f(S) + f(V \ S) = f(S) + f(S) + f(V \ S)
≥ f(S ∩ S∗) + f(S∗ \ S)
≥ f(S∗) + f(∅)
≥ f(S∗) = OPT.

Thus 2f(S) + f(V \ S) ≥ OPT and hence max{f(S), f(V \ S)} ≥ OPT/3.
If f is symmetric we argue as follows. Using Lemma 5 we claim that f(S) ≥ f(S∩S∗) as before

but also that f(S) ≥ f(S ∪ S̄∗) where Ā is shorthand notation for the the complement V \A. Since
f is symmetric f(S ∪ S̄∗) = f(V \ (S ∪ S̄∗)) = f(S̄ ∩ S∗) = f(S∗ \ S). Thus,

2f(S) ≥ f(S ∩ S∗) + f(S ∪ S̄∗)
≥ f(S ∩ S∗) + f(S∗ \ S)
≥ f(S∗) + f(∅)
≥ f(S∗) = OPT.

Therefore f(S) ≥ OPT/2. 2

The running time of the local search algorithm may not be polynomial but one can modify
the algorithm as we did for Max Cut to obtain a strongly polynomial time algorithm that gives
a (1/3 − o(1))-approximation ((1/2 − o(1) for symmetric). See [2] for more details. There has
been much work on submodular function maximization including work on variants with additional
constraints. Local search has been a powerful tool in these algorithms. See references for some of
these results and further pointers.
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