
University of Mumbai 

PRACTICAL JOURNAL 

 

 
 

 

 
 

 

514 

Big Data Systems  

SUBMITTED BY 

( Ankush Diwakar ) 

 

 

SUBMITTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 

FOR QUALIFYING M.S (Cybersecurity)  PART-I (SEMESTER – I) 

EXAMINATION 

2024-2025 

 

 
DEPARTMENT OF INFORMATION TECHNOLOGY  

3RD FLOOR, DR. SHANKAR DAYAL SHARMA BHAVAN, IDOL BUILDING, VIDYANAGRI, 
SANTACRUZ (E), MUMBAI – 400098. 

  



M.S (Cybersecurity) (2024-25)   Big Data Systems (514)  

 
 

U.D.I.T  Ankush Diwakar 
 

      University of Mumbai 
 

 

 

      

Department of Information 

Technology 

 

Certificate 
 

 

 

This is to certify that Mr. Ankush Diwakar,  

Seat No.              Studying in M.S (Cybersecurity) Part I Semester I has satisfactorily 

completed the Practical of 514 Big Data Systems as prescribed by University of Mumbai, 

during the academic year 2024 - 25. 

 

 

 

 

 

  
                  _____________________                                                                                                                          __________________ 

Signature                                 Signature 

Subject-In-Charge                               Head of the Department 
 

 

 

 
                                                                                                       __________________ 

        Signature External  

                Examiner 
 

 

 

 
 

 

College Seal:                                Date: _____________ 
 

 

 



M.S (Cybersecurity) (2024-25)   Big Data Systems (514)  

 
 

U.D.I.T  Ankush Diwakar 
 

 

Index 

 

 

No 
 

 

Title of Practical 

 

Date 

 

Pg No. 

 

Signature 

1 Install, configure and run Hadoop and HDFS 
 

25/02/25   

2 File Management tasks in Hadoop File System 04/02/25   

3 Implement word count program using MapReduce 06/03/25   

4 Install, configure and run Pig. Execute Pig Latin 

scripts to sort, group, join, project and filter data. 

07/03/25   

5 Install, configure and run Hive. 11/03/25   

6 Implement Bucketing using Hive 20/03/25   

7 Install, configure and run Apache Spark. 25/03/25   

8 Install MongoDB and manipulate it using Python 27/03/25   

9 Install, configure and run Apache Strom 01/04/25   

10 Install, configure and run Apache Solr 04/04/25   

 



Practical 1 

 
Aim: Install, configure & run Hadoop and HDFS on Ubuntu (Basic).  
Pre-Requisites: An Ubuntu server VM with a user having sudo privileges.  

Code:  

# Check existing users on ubuntu cut -d: -f1 /etc/passwd  

  

# Remove hadoop user sudo deluser hduser  

 

 
 
# ps aux | grep  sudo killall -TERM -u hduser 

# Remove hadoop group sudo deluser --group hadoop  

 

# Check presence of hadoop  

# Go to location /usr/local/  

# If you see a hadoop folder then hadoop installation was attempted and needs to be removed before fresh installation  

# Remove hadoop sudo rm -r -f /usr/local/hadoop/  

 

 
 

Step 1 — Installing Java 

#To get started, we’ll update our package list: 

sudo apt update 

 

 
 

 

#Next, we’ll install OpenJDK, the default Java Development Kit on Ubuntu 18.04: 

sudo apt install default-jdk 

# Check folder for java installation at location 

 - 



# Java path -/usr/lib/jvm/java-11-openjdk-amd64 

# Once the installation is complete, let’s check the version. 

java -version 

 

 
 

This output verifies that OpenJDK has been successfully installed. 

#Add new user to new user group 

# group-hadoop, # user - hduser 

sudo addgroup hadoop 

sudo adduser --ingroup hadoop hduser 

 

 
 

# Add new user to listed groups 

sudo usermod -aG sudo hduser 

 

 
# Change to new user 



su hduser 

# The prompt shoud look like this - hduser@LAPTOP-IKBD5CMN:/ 

 

Generate SSH Key and Enable Passwordless SSH 

 
ssh-keygen -t rsa -P '' -f ~/.ssh/id_rsa 

cat ~/.ssh/id_rsa.pub >> ~/.ssh/authorized_keys 

 

 
This allows the user to SSH into localhost without password. 

Change Ownership 
sudo chown -R hduser:hadoop /usr/local/Hadoop 

 

 
 

# Disable IPv6.  
sudo nano /etc/sysctl.conf  

 

 
 
#add the following lines to the end of the file  

net.ipv6.conf.all.disable_ipv6 = 1  

net.ipv6.conf.default.disable_ipv6 = 1  

net.ipv6.conf.lo.disable_ipv6 = 1 

 

  



# Download and Extract Hadoop 
wget https://downloads.apache.org/hadoop/common/hadoop-3.3.1/hadoop-3.3.1.tar.gz 

tar -xzvf hadoop-3.3.1.tar.gz 

sudo mv hadoop-3.3.1 /usr/local/Hadoop 

sudo chown -R hduser: hadoop Hadoop 

 

 
Downloads and sets up Hadoop directory. 

 

#Now open $HOME/.bashrc 

sudo nano $HOME/.bashrc 

 

 
 

# Add the following lines 

export JAVA_HOME=/usr/lib/jvm/java-11-openjdk-amd64 

export HADOOP_HOME=/usr/local/hadoop 

export PATH=$PATH:$HADOOP_HOME/bin 

export HADOOP_HDFS_HOME=$HADOOP_HOME 

 

 
# Save file - Ctrl + s 

# Close file - Ctrl + x 

 

# Run the following command to make changes through the .bashrc file. 

source ~/.bashrc 

 

 
 

# Check version of java and hadoop  

Command: java -version & hadoop version 

 

 

  



#Create a tmp folder in /app/hadoop/tmp and change the owner to hduser.  

 

cd /usr/local  

sudo mkdir -p /app/hadoop/tmp sudo chown hduser:hadoop /app/hadoop/tmp/  

 

  
  

Step 3 — Configuring Hadoop  

 

# Hadoop requires that you set the path to Java, either as an environment variable or in the  

Hadoop configuration file.hadoop-env.sh cd /usr/local/hadoop/etc/hadoop/  

  
  

#To Configure Hadoop’s Java Home, begin by opening hadoop-env.sh sudo nano hadoop-env.sh  

  
 

# Add the following line at the end of .sh file  

export JAVA_HOME=/usr/lib/jvm/java-11-openjdk-amd64  

 # Save & Close     

  

# Make the changes in core-site.xml file cd /usr/local/hadoop/etc/hadoop sudo nano core-site.xml  

 

  
 

#Add the following lines  

<property>  

   <name>hadoop.tmp.dir</name>  

   <value>/app/hadoop/tmp</value>  

  <description>A base for other temporarary directories</description> </property>  

<property>  

   <name>fs.default.name</name>  

   <value>hdfs://localhost:54310</value>  

   <description>The name of the default file system.</description>  

</property>  

 

 
# save & Close   

  



#Make the changes in mapred-site.xml sudo nano mapred-site.xml  

 

  
  

#Add the following lines  

<property>  

   <name>mapred.job.tracker</name>  

   <value>localhost:54311</value>  

   <description>The host and port that the MapReduce job tracker runs  

    at. If "local", then jobs are run in-process as a single map  and reduce task.  

   </description>  

</property>  

 

 
# save & Close  

 

 

 

#Make the changes in hdfs-site.xml sudo nano hdfs-site.xml  

  

#Add the following lines  

<property>  

            <name>dfs.namenode.name.dir</name>  

            <value>/app/hadoop/tmp/dfsdata/namenode</value>  

    </property>  

  

    <property>  

            <name>dfs.datanode.data.dir</name>  

            <value>/app/hadoop/tmp/dfsdata/datanode</value>  

    </property>  

<property>  

  <name>dfs.replication</name>   <value>1</value>  

   <description>Default block replication.  

         The actual number of replications can be specified when the file is created. The default is used 

if replication is not specified in  create time.  

   </description>  

</property>  

 
# save & Close   

  



# Format namenode  hdfs namenode -format  

hdfs datanode -format  

  

Step 4 - Running Hadoop  

 

# To start hadoop, we need to start localhost ssh localhost  

# If connection is refused, it will result in error - run only if error & then run previous command sudo apt-get install 

ssh  

# Start all the hadoop services  

/usr/local/hadoop/sbin/start-all.sh  

 

  
  

# Check if that all hadoop services are running (6 services should appear) jps  

 

   
  

# Access localhost:9870 to get namenode status, open browser and type http://localhost:9870  

  

# Stop all the hadoop services.  

/usr/local/hadoop/sbin/stop-all.sh  

 

  
  

Conclusion: The performed program to Install, configure & run Hadoop and HDFS on Ubuntu (Basic) of Hadoop on Ubuntu has 

been successfully demonstrated.  
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Practical 2 

Aim: File Management tasks in Hadoop File System 

Start the hadoop and verify all services are started 

/usr/local/hadoop/sbin/start-all.sh 
 

Create a folder and text file in it on LocalStorage 

 

 

Create a folder in HDFS root directory and verify 

hdfs dfs –mkdir /destination 

hdfs dfs –ls ./ 
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Now move the file from local storage to HDFS 

hdfs dfs -copyFromLocal ./nyfile.txt /destination 

hdfs dfs -ls /destination 

 

 

Read the file from HDFS 

hdfs dfs -cat /destination/nyfile.txt 
 

 

Conclusion: The practical to study File Management tasks in Hadoop File System was 

successfully executed. 
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Practical 3 

Aim: Implement word count / frequency programs using MapReduce 

Start the hadoop and verify all services are started 

/usr/local/hadoop/sbin/start-all.sh 
 

Create a text file 

 

Now move the file from local storage to HDFS 

hdfs dfs -put ./myfile.txt / 
 

Now, run the mapReduce for WordCount for the file 

hadoop jar /usr/local/hadoop/share/hadoop/mapreduce/hadoop-mapreduce-examples-3.2.3.jar 

wordcount /myfile.txt /output 
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Check output at default output location 

hdfs dfs -head /output/part-r-00000 
 

To get output in a .txt file in HDFS 

hdfs dfs -mv /output/part-r-00000 /output/opt.txt 
 

Check the file system in HDFS 

hdfs dfs -ls / 
 

 

Conclusion: The program on implementation of word count / frequency using MapReduce has 

been demonstrated successfully. 
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Practical 4 

Aim: Install, configure and run Pig. Execute Pig Latin scripts to sort, group, join, project 

and filter data. 

Start the hadoop and verify all services are started 

/usr/local/hadoop/sbin/start-all.sh 
 

Download the Pig Package file: 

wget https://downloads.apache.org/pig/pig-0.17.0/pig-0.17.0.tar.gz 

Navigate to /usr/local/ 

sudo tar xzvf /home/hduser/Downloads/pig-0.17.0.tar.gz 

sudo mv pig-0.17.0-src/ pig 

Add the Pig environment variables in bashrc and check the pig version to verify the 

installation. 

sudo nano ~/.bashrc 

# Add the following lines 

export PIG_HOME=/usr/local/pig 

export PATH=$PATH:$PIG_HOME/bin 

export PIG_CLASSPATH=$HADOOP_HOME/conf 
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pig –-version 
 

Create a database file. 

sudo nano products.txt 

Enter some text like (without spaces) 

1,phone,45,mumbai,2023 

2,laptop,44,pune,2022 

 

Run the pig in Local mode and load the products file 

pig -x local 
 

product = LOAD 'products.txt' USING PigStorage(','); 

dump product; 
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Running in HDFS mode 

First we need to move products.txt to HDFS 

hdfs dfs -put /usr/local/products.txt / 

pig 

product = LOAD 'hdfs://localhost:54310/products.txt' USING PigStorage(','); 

dump product; 

 
 

Use of DISTINCT operator in PIG. Assume appropriate data in text files. 

sudo nano m3.txt 
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Use of FILTER operator in PIG 

m3 = LOAD 'm3.txt' USING PigStorage(',') as (a1:int,a2:int,a3:int); 

result_f = filter m3 by a3==6; 
 

dump result_f 

Use of 

 

 

 

 

 

 

 

 

 

ORDERBY operator in PIG 

result_ob = ORDER m3 BY a1 ASC; 

dump result_ob; 

Use of UNION operator in PIG 

Sudo nano m1.txt 
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Conclusion: Practical to Install, configure and run Pig. Execute Pig Latin scripts to sort, group, 

join, project and filter data, successfully executed. 
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Practical 5 

Aim: Install, configure and run Hive. 

Start the hadoop and verify all services are started 

/usr/local/hadoop/sbin/start-all.sh 
 

Navigate to /usr/local/ 

sudo tar xvzf /home/hduser/Downloads/apache-hive-3.1.2-bin.tar.gz 

sudo mv apache-hive-3.1.2-bin/ hive 

sudo chmod 777 hive 

Add the HIVE_HOME path in the bashrc file. 

sudo nano ~/.bashrc 

#add following lines 

export HIVE_HOME=/usr/local/hive 

export PATH=$PATH:$HIVE_HOME/bin 

 

 

source ~/.bashrc 
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Change the directory to /usr/local/hive/bin 

and add the following lines in hive-config.sh 

cd /usr/local/hive/bin 

sudo nano hive-config.sh 

export HADOOP_HOME=/usr/local/hadoop 
 

Hive is installed now, but we need to first create some directories in HDFS for Hive to store 

its data 

hdfs dfs -mkdir /tmp 

hdfs dfs -chmod g+w /tmp 

hdfs dfs -chmod o+w /tmp 

hdfs dfs -mkdir -p /user/hive/warehouse 

hdfs dfs -chmod g+w /user/hive/warehouse 

hdfs dfs -chmod 777 /tmp 

hdfs dfs -chown -R hduser:supergroup /user/hive/warehouse 

hdfs dfs -chmod -R 777 /user/hive/warehouse 

hdfs dfs -ls / 
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Initialze the database schema 

cd /$HIVE_HOME/bin 

sudo ./schematool -initSchema -dbType derby 

There is compatibility error between Hadoop and Hive guava versions. 

To fix the NoSuchMethodError, Locate the guava jar file in the Hive lib directory 

Remove the guava jar file from /hive/lib 

sudo rm lib/guava-19.0.jar 

# Copy the guava jar from hadoop lib to hive lib directory 

sudo cp $HADOOP_HOME/share/hadoop/common/lib/guava-27.0-jre.jar /usr/local/hive/lib/ 

# Once copied, Use the schematool command once again to initiate the Derby database. 

cd /$HIVE_HOME/bin 

sudo ./schematool -initSchema -dbType derby 

# Note for Error: FUNCTION 'NUCLEUS_ASCII' - 

sudo rm -rf metastore_db 

Start HIVE: 

cd /usr/local/hive/bin 

sudo ./hive 

 

Create a database and show 

create database company 
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Create Employee table 

create table employees (id int, name string, country string, department string, salary int) row 

format delimited fields terminated by ' '; 
 

Load the data into a table from a file 

sudo nano employees.txt 

Enter few rows without spaces 

 

load data local inpath "./employees.txt" into table employees; 
 

Reading the Table Data 

select * from employees; 

 

 

Conclusion: The Practical to install, configure and execute hive is successfully executed. 
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Practical 6 

Aim: Implement Bucketing using Hive 

Start the hadoop and verify all services are started 

/usr/local/hadoop/sbin/start-all.sh 
 

 

Start Hive Create a database called “show_bucket” , Create a table named “emp_demo” in 

show_bucket.db. Assume appropriate columns 

sudo ./hive 

create database show_bucket; 
 

use show_bucket; 

create table emp_demo (id int, name string, salary int) 

row format delimited 

fields terminated by ','; 
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Create emp_details.txt, assume appropriate data. Load data in emp_demo table from file 

emp_details.txt. 
 

load data local inpath 'emp_details.txt' into table emp_demo; 
 

 

Verify the employee table along with its schema from terminal as well as browser . 
 

 

Enable the bucketing, Create a bucketing table “emp_bucket” 

set hive.enforce.bucketing = true; 

create table emp_bucket (id int, name string, salary int) 

> row format delimited 

> fields terminated by ','; 
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Insert the data of emp_demo table into the bucketed table. 
insert overwrite table emp_bucket select * from emp_demo; 

 

 

 

Verify the output from terminal and browser 

hdfs dfs -ls /user/hive/warehouse/show_bucket.db/emp_bucket 
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Conclusion: The practical for implementing bucketing in Hive was successfully 

completed. 
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Practical 7 

Aim: Install, configure and run Apache Spark. Create & transform RDDs 

Install Scala: 

sudo apt install scala -y 
 

Download and Install Apache Spark in path /opt 

sudo wget https://downloads.apache.org/spark/spark-3.5.5/spark-3.5.5-bin-hadoop3.tgz 
 

Extract the archive and rename the directory. 
 

Set Up Environment Variables 

Add the following lines at the end of .bashrc: 

export SPARK_HOME=/opt/spark 

export PATH=$SPARK_HOME/bin:$SPARK_HOME/sbin:$PATH 

export PYSPARK_PYTHON=/usr/bin/python3 

export JAVA_HOME=/usr/lib/jvm/java-11-openjdk-amd64 

Start Spark Master 

sudo /opt/spark/sbin/start-master.sh 

You can now access the Spark Master Web UI to confirm everything is working: 

Open your browser and go to: 

http://localhost:8080 

http://localhost:8080/
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Start Spark Worker 

start-worker.sh spark://yourhostname:7077 

Now go to localhost:8080 Active Worker is set to one 
 

Start Spark Shell 

spark-shell 
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Verify the installation by running: 

sc.appName 
 

 

For Creating and Transforming RDDs 

Launch PySpark 
 

The .collect() Action: 
 

The .count() Action: 

 

The .first() Action 
 

The .take() Action 
 



U.D.I.T 28 Ankush Diwakar 

M.S (Cybersecurity) (2024-25)  Big Data Systems (514) 
 

 

The .reduce() Action 
 

The saveAsTextFile() Action 
 

The .map() transformation 
 

The .filter() transformation 
 

The Union Transformation 
 

The FlatMap Transformation 
 

Conclusion: The practical to implement actions & transformation on RDDS using apache 

spark is successfully completed. 
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Practical 8 

Aim: Write a program to implement an application that stores big data in Hbase/ MongoDB 

& manipulate it using R/Python. 

Code: 

Step 1: Install mongodb by executing the installation file "mongodb-windows-x86_64-4.4.6- 

signed" 

# Click next, next and finish the installation 

 

Step2: Launch MongoDB 

# Navigate to the following location: "C:\Program Files\MongoDB\Server\4.4\bin" 

 

#Start mongo daemon - 

mongod 

 

#Start mongo service - 

mongosh 

 

# Creating Collections and Documents 

 

A MongoDB database is a physical container for collections of documents. Each database gets its 

own set of files on the file system. These files are managed by the MongoDB server, which can 

handle several databases. 

 

In MongoDB, a collection is a group of documents. Collections are somewhat analogous to tables 

in a traditional RDBMS, but without imposing a rigid schema. In theory, each document in a 

collection can have a completely different structure or set of fields. 

 

 

# Show list of db 

show dbs 

# Show current db 

db 

 

# Create/switch to a db - use dbname 

use udit 

# Display existing collections 

show collections; 
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# Create collection - db.collectionname 

db.subjects 

 

# Insert into collection 

db.subjects.insertOne({"name":"bda"}) 

db.subjects.insertOne({"name":"mn"}) 

db.subjects.insertOne({"name":"ip"}) 

db.subjects.insertOne({"name":"msa"}) 

show collections; 

 

 

# Display all records in collection 

db.subjects.find(); 

 

# Display specific record in colleciton 

db.subjects.find({"name": "bda"}); 

 

# Using MongoDB With Python and PyMongo 

# Install python 3.7.4 

# Launch IDLE 3.7 

 

# Installing PyMongo (in cmd) 

# MongoDB provides an official Python driver called PyMongo. 

python -m pip install pymongo 
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# 

 

 

 

 

 

Start a Python interactive session and run the following import: 

import pymongo 

 

#Working With Databases, Collections 

# Program 1: Creating a Database 

from pymongo import MongoClient //import MongoClient from pymongo. 

 

# Create a client object to communicate with running MongoDB instance 

myclient = MongoClient() 

myclient //test client 

 

 

# To provide a custom host and port when you need to provide a host and port that differ from 

MongoDB’s default 

myclient = MongoClient(host="localhost", port=27017) 

 

# Check db list 

print(myclient.list_database_names()) 

 

# Define which database you want to use 

db = myclient["udit"] 

 

# Progam 2: Creating a Collection 

import pymongo 

myclient = MongoClient(host="localhost", port=27017) 

db = myclient.mlib 

col=db.subjects1 /// create collection 

dict = {"name":"ds", "sem":"1"} /// create dictionary 
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x=col.insert_one(dict) /// insert into collection 

 

 

print(client1.list_database_names()) 

 

Conclusion: Program performed to implement an application that stores big data in MongoDB & 

manipulate it using Python has been demonstrated successfully. 
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Practical 9 

Aim: Install, configure and run Apache Strom 

Install ZooKeeper 

sudo apt install -y zookeeperd 

Start the ZooKeeper service: 

sudo systemctl start zookeeper 

sudo systemctl enable zookeeper 

sudo systemctl status zookeeper 
 

 

Download and Install Apache Storm in /opt 

sudo wget https://dlcdn.apache.org/storm/apache-storm-2.8.0/apache-storm-2.8.0.tar.gz 

 

Extract the archive and rename it to Storm: 
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Configure Apache Storm 

Add this lines in nano /opt/storm/conf/storm.yaml 

storm.zookeeper.servers: 

- "localhost" 

nimbus.seeds: ["localhost"] 

supervisor.slots.ports: 

- 6700 

- 6701 

- 6702 

- 6703 

ui.port: 8080 
 

Create the local directory: 

sudo mkdir /opt/storm/tmp 

Start Apache Storm Services 

In separate terminal tabs or with tmux/screen, run the following components: 

Nimbus (Master node): 

cd /opt/storm 

sudo bin/storm nimbus 

Supervisor (Worker node): 

cd /opt/storm 

sudo bin/storm supervisor 

Storm UI (Web interface): 

cd /opt/storm 

sudo bin/storm ui 
 



U.D.I.T 35 Ankush Diwakar 

M.S (Cybersecurity) (2024-25)  Big Data Systems (514) 
 

 

 

 
 

 

Download the SampleTopology 

sudo wget https://repo1.maven.org/maven2/org/apache/storm/storm-starter/2.8.0/storm-starter- 

2.8.0.jar 
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Submit the Topology 
 

 

Topology Visualization 
 

Stop the Topology 

bin/storm kill wordcount-topology 
 

Conclusion: Practical to Install, configure and run Apache Strom is successfully completed. 
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Practical 10 

Aim: Install, configure and run Apache Solr. 

Download the Solr zip file:  

wget https://archive.apache.org/dist/solr/solr/9.4.1/solr-9.4.1.tgz 
 

Extract and Install 

tar xzf solr-9.4.1.tgz 

cd solr-9.4.1/ 

To install Solr as a system service: 

sudo ./install_solr_service.sh /home/hduser/Desktop/solr-9.4.1.tgz 
 

After installation, start Solr with: 

sudo systemctl start solr 

 

To check if it's running: 

sudo systemctl status solr 

To stop Solr: 

sudo systemctl stop solr 
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For Solr Dashboard go to http://localhost:8983/solr 
 

 

Configure Apache Solr 

Create a Collection 

sudo su – solr 

A collection is equivalent to a database in SQL. 
 

Change Solr Configuration 

Edit Core Config Files 

Solr stores configurations in solrconfig.xml and schema.xml inside: 

/var/solr/data/mydreams/conf/ 

1. Common Settings (Global config) 

File: /etc/default/solr.in.sh 

Change Port: SOLR_PORT=8984 

Set Memory: SOLR_HEAP="2g" 

2. Enable Basic Authentication 

Edit /etc/default/solr.in.sh and add: 

http://localhost:8983/solr
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SOLR_AUTH_TYPE="basic" 

SOLR_AUTHENTICATION_OPTS="-Dbasicauth=admin:admin123" 

Replace admin:admin123 with your preferred username and password. 

Restart Solr to Apply Changes 

sudo systemctl restart solr 
 

Adding the JSON Documemts 
 

 

Reading the Documents using CURL: 
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Reading Document in Browser: 
 

 

Tail Live Logs 

tail -f /var/solr/logs/solr.log 
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