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Abstract

In the classical studies of formation control, it is typically difficult to realize full potential of communication
channels between agents, since the adopted communication links are typically assumed to be ideal or ideal
within a certain communication range. In this paper, a more realistic communication channel model is
considered and a new communication-aware formation control approach is proposed with the objective of
optimizing communication performance of formation systems. A sufficient and necessary condition is found
for feasible formation in realistic communication environments. Then a communication-aware formation
control is proposed for multi-agent systems with switching topology. It is rigorously proved that the proposed
algorithm can optimize the communication performance of formation systems. A simulation example is
provided to illustrate the proposed design.
& 2015 The Franklin Institute. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Formation control and wireless channel characterization have been developed separately for
many years. Little knowledge about wireless channel has been used in formation control since
communication links between agents are typically assumed ideal or ideal within a certain
communication range [1,2]. In order to realize full potential of communication channels between
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agents, it is of practical significance to model realistic channels for mobile agents and study how
to control the formation group with realistic channel models.
Some early theoretical work in formation control generally assumes ideal communication

channels in the formation design [3–5]. That is to say, there is no path loss between agents and
every agent can communicate with all other agents effectively. More practical communication
channels have been proposed in the past decade, and most of them are based on the
communication range [6–13], where a binary channel model is applied, i.e., communication
quality is assumed ideal (100%) within a certain radius of the transmitter and zero otherwise. In
these studies, control laws are designed with a given communication constraint and do not rely
on the real-time quality of communication channels. This fact, however, implies that agents lose
the ability of reacting to the change of communication environments.
In recent years, much attention has been paid to modeling realistic communication

channels for mobile agents in the control and communication community [14–23]. This
interest is motivated by the vision of a multi-agent robotic network cooperatively adapting
and learning in harsh unknown environments to achieve a common goal in the near future
[14]. Many wireless link metrics, including bit error rate [2], received signal power [14,16],
outage probability [15,21], transmission rate [17,19,20,22,23] and received channel to noise
ratio (CNR) [18] have been examined in mobile agent networks for modeling communication
channels between agents. In a realistic communication setting, the channel quality between
agents is closely related to agents' positions or their relative distances [19]. Since the channel
quality between agents can be measured or estimated by agents locally, communication-
aware controllers are designed for agents by using channel quality as feedback instead of
position or distance information.
Inspired by this new advance in modeling communication channels for mobile agents, this

paper aims to study formation control of multi-agent systems in a practical communication
environment. We model the communication channel between agents using reception probability,
a realistic channel metric in the wireless communication theory [24]. In the proposed channel
model, the channel quality is not assumed to be ideal or ideal within the communication range,
but attenuating with the increase of propagation distances, which leads to a more accurate
description of physical signal transmissions in a practical communication environment.
In classical formation control schemes, the desired distance between agents is typically

predefined, and then gradient controllers are designed to keep the desired distance and maintain
the formation [1]. The desired distance can be chosen arbitrarily by the designer as long as it is
within the communication range, a value that is predefined as well. These controller design
solutions may not be adequate for formation control in practical communication environments,
where the communication condition of environments may change with time and space. The
predefined desired distance may not always guarantee the optimal communication between
agents in differing communication environments. A more reasonable idea is to design control
laws by optimizing the communication performance of formation systems directly instead of
keeping a predefined desired distance [11].
By summarizing our concerns on both the communication channel model and controller design

method in existing formation control schemes, we attempt to propose a new communication-aware
formation control strategy for multi-agent systems in a practical communication environment. The
purpose of the design is to both maintain a stable formation and optimize the communication
performance of the formation system. The contribution of this paper is twofold.
First, we model the communication channel between agents using reception probability, and

bridge the gap between the communication channel model and the graph topology model. Then a
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communication performance indicator is proposed for formation systems in a practical
communication environment, achieving a tradeoff between the antenna far-field and near-field
communication. A sufficient and necessary condition is further provided for feasible formation in
a practical communication environment.

Second, we design a new communication-aware formation control law to maintain the
formation and optimize the communication performance. In the proposed formation control
method, agents form a configuration that optimizes their communication performance without
predefining a desired distance. The superiority of the proposed method over classical formation
approaches in optimizing communication performance is rigorously proved with both theoretical
analysis and simulation examples.

The reminder of the paper is organized as follows. In Section 2, preliminary knowledge about
system model, graph theory, rigid formation and nonsmooth analysis is introduced. The
communication channel modeling is presented in Section 3. In Section 4, a communication
performance indicator is proposed for formation systems. In Section 5, a distributed
communication-aware formation control law is proposed. Simulation examples are shown in
Section 6. We conclude the paper in Section 7.
2. Preliminaries

2.1. System model

Consider a multi-agent system consisting of n agents. The dynamics of each agent in the group
is given by

_qi ¼ ui; ð1Þ
where qi; uiAR2 and iAν, ν¼ f1; 2;…; ng. qi and ui denote the position and control input of the
ith agent, respectively. We denote u¼ ½uT1 ; uT2 ;…; uTn �T as the control set and q¼ ½qT1 ; qT2 ;…; qTn �T
as the formation set.
2.2. Graph theory

A graph G is a pair (ν,ε) that consists of a set of vertices ν¼ f1; 2…; ng and edges
εDfði; jÞji; jAν; ja ig. The vertices in the graph denote the set of agents, and edges denote the
information links between agents. The set of neighbors of agent i is defined as
Ni ¼ fjAνjði; jÞAεg. The graph G is said to be undirected if (i,j) Aε3ðj; iÞAε. The graph is
said to be connected if there is a path between any two vertices of the graph. The length of any
two vertices in a connected graph is no larger than n�1.
2.3. Rigid formation

Formation motions of a group of mobile agents in which distances between neighboring
agents keep a prescribed desired distance are called rigid formation [1]. Many researchers
investigate the distributed control of rigid formation using artificial potential fields. We denote rij
as the Euclidean distance between agent i and agent j:

rij ¼ Jqi�qj J : ð2Þ
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Then a formal definition of a potential function is given as follows:

Definition 1 (Potential function). A potential function Ψ ðrijÞ between agent i and agent j is
defined to have the following properties: (1) Ψ ðrijÞ is a nonnegative function of rij; (2) Ψ ðrijÞ is
continuously differentiable; (3) Ψ ðrijÞ reaches its strict minimum at rij ¼ rα, i.e., Ψ ðrαÞ ¼ 0 and
Ψ ðrijÞ40 for all rijarα.
The potential function Ψ ðrijÞ encodes a rigid formation with a desired distance rα. A

distributed rigid formation control law for system (1) can be designed as the negative gradient of
its local potential functions:

ui ¼ �∇qi

X
jANi

Ψ ðrijÞ
" #

: ð3Þ

2.4. Nonsmooth analysis

In this subsection, we introduce some tools from nonsmooth analysis that will used in the
stability analysis of the proposed formation control.
We first review the Filippov solution of a differential equation with a discontinuous right-hand

side.

Definition 2 (Filippov solution [25]). Consider the following differential equation in which the
right-hand side can be discontinuous:

_x ¼ f xð Þ; ð4Þ
where f : Rn-Rn is measurable and essentially locally bounded. A vector function xð�Þ is called
a Filippov solution of system (4) if it is absolutely continuous and for almost everywhere

_xAK f½ � xð Þ; ð5Þ
where

K f½ � xð Þ � co

�
lim
xi-x

f xið Þ xi =2N
�
;

����
where co implies convex closure and N is a set of measure zero.

Clarke's generalized gradient describes the gradient of a function in the nonsmooth case.

Definition 3 (Clarke's generalized gradient [26]). For a locally Lipschitz function
V xð Þ : Rn-R, Clarke's generalized gradient of V at x is defined as

∂xV ¼ co lim ∇xV xi-x; xi=2N
�� �

;
� ð6Þ

where N is the set of measure zero and the gradient of V is not defined. The generalized gradient
∂xV reduces to the classical gradient ∇xV in the smooth case.

The following chain rule provides a calculus for the derivative of a regular function in the
nonsmooth case. Regular functions include smooth functions and functions which can be written
as the pointwise maximum of a set of smooth functions.

Lemma 1 (Chain rule, Shevitz and Paden [27]). Let x be a Filippov solution to _x ¼ f ðxÞ on an
interval containing time t, and V : Rn-R be a Lipschitz and regular function. Then V x tð Þð Þ is
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absolutely continuous, dV/dt exists almost everywhere and

dV

dt
Aa:e: _~V≔ ⋂

ξA ∂xV
ξTK f½ � xð Þ; ð7Þ

where “a.e.” stands for “almost everywhere”. The generalized time derivative _~V reduces to the
classical derivative _V ¼ dV=dt in the case where the function is differentiable.

We will use the following nonsmooth version LaSalle's invariance principle to prove the
convergence of the designed formation system.

Lemma 2 (LaSalle's invariance principle, Shevitz and Paden [27]). Let Ω be a compact set
such that every Filippov solution to the autonomous system _x ¼ f ðxÞ, xð0Þ ¼ xðt0Þ starting in Ω is
unique and remains in Ω for all tZ t0. Let V : Ω-R be a time independent regular function
such that τr0 for all τA _~V (if _~V is the empty set then this is trivially satisfied). Define
S¼ fxAΩj0A _~V g. Then every trajectory in Ω converges to the largest invariant set, E, in the
closure of S.

3. Communication channel modeling

Reception probability is an important wireless channel metric which allows for analysis of
channel quality independent of a specific code design. An approximation for the reception
probability of a SISO communication link is derived as follows [13]:

P α; δ; υ; r0; rð Þ ¼ exp �α 2δ�1
� � r

r0

	 
υ	 

; ð8Þ

where α is a system parameter about antenna characteristics, δ is the required application data
rate, υ is the path loss exponent, which depends on the physical environment (typically around
2�6), r0 is a reference distance for the antenna near-field, and r is the distance from the
transmitter to the receiver.

The reception probability (8) evaluates the probability that the receiver can receive information
accurately from the transmitter. In other words, it evaluates the probability that the transmitter
can influence the receiver. We model the communication channel quality aij between agent i and
agent j using the reception probability:

aij ¼ exp �α 2δ�1
� � rij

r0

	 
υ	 

: ð9Þ

We then bridge the gap between the communication channel model and the graph topology
model. The set of neighbors of agent i is now defined as

Ni ¼ jAνjaijZPT

� �
; ð10Þ

where PT is a reception probability threshold. When the reception probability is less than PT,
agents just throw away packets they have received.

For the purpose of comparison with the classical binary channel model, we can also rewrite the
neighbor set (10) as follows:

Ni ¼ jAν rijrR
�� �

;
� ð11Þ

where the communication range R is defined as R¼ argr P α; δ; υ; r0; rð Þ ¼ PT

� �
.



0 50 100 150 200 250 300
0

0.2

0.4

0.6

0.8

1
binary channel model
proposed channel model

TP

R

ija

ijr

Fig. 1. The comparison of the proposed channel model with the classical binary channel model.
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It is shown in Fig. 1 the comparison of the proposed channel model with the classical binary
channel model. From Eq. (11) and Fig. 1, we can find there are two improvements in the
proposed communication channel model. First, the communication range R is not chosen
arbitrarily by the designer, but determined by application parameters (e.g., PT and δ), antenna
parameters (e.g., α and r0) and environment parameters (e.g., υ). Second, the channel quality
within the communication range is not assumed ideal but attenuating with the increase of
transmission distances. Thus the proposed communication channel model provides a more
accurate description of wireless channels in a practical communication environment.
4. Communication performance indicator

In this section, we design a communication performance indicator for formation systems to
evaluate the communication performance of a formation system. The quality of a SISO
communication channel is typically dominated by the path loss effect in the channel, where the
reception probability of the receiver decreases with the increase of propagation distances [24].
However, in the formation control scenario, the path loss channel model is typically only valid in
the antenna far-field, i.e., neighboring agents are far enough from each other. In the antenna near-
field, the communication between agents suffers from severe mutual interference, which will
degrade the communication performance of formation systems [28]. The accurate communica-
tion condition in the antenna near-field can be obtained by complicated empirical measurements.
However, for general tradeoff analysis of various system designs, it is more practical to use a
simple approximation model instead of resorting to complicated empirical models [24]. Thus we
approximate the antenna near-field communication with the following simple model:

gij ¼
rijffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2ij þ r20

q : ð12Þ

It can be concluded from Eq. (12) that when rij-0, the channel quality gij-0, which characterizes
the interference effect in the antenna near-field; while when rij=r0, gij-1, implying that the
interference effect can be ignored in the antenna far-field. The model (12) is a simple but effective
model that captures the essence of signal propagation phenomena in the antenna near-field.
We propose a communication performance indicator for formation systems by fully

considering the path loss effect in the antenna far-field and the interference effect in the antenna
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near-field. The communication performance indicator is designed as follows:

ϕ rij
� �¼ rijffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2ij þ r20

q � exp �α 2δ�1
� � rij

r0

	 
υ	 

: ð13Þ

Remark 1. The design of communication performance indicator (13) is mainly inspired by a
“tradeoff philosophy” which is typically adopted in mobile communication systems to evaluate a
comprehensive performance regarding two or more aspects of a system; see e.g., [15,22,23]. The
aim of such a design is to ensure that the optimal communication performance is achieved at a
tradeoff distance between agents, where neighboring agents are neither too far away to weaken
the path loss effect nor too close to avoid the interference and collision.

It is shown in Fig. 2 the proposed communication performance indicator ϕ rij
� �

for formation
systems. It can be found that the communication performance decays severely in the antenna
near-field due to the mutual interference between agents, and decreases slowly for rij=r0 due to
the path loss effect. This fact implies that the proposed communication indicator conforms well
to the wireless propagation phenomena of swarm systems [28]. From Fig. 2, it can be observed
that the indicator (13) reaches its maximum at a certain distance rnij. It is an important observation
that provides a possibility of designing a communication-aware formation control law to
maintain a configuration that optimizes the communication performance of formation systems.
This observation is rigorously proved in the following theorem.

Theorem 1. The communication performance indicator (13) is a continuously differentiable
function with a strict maximum ϕn ¼ ϕ rnij

� 

, where rnijA 0; r0= αυ 2δ�1

� �� �1=υ� 

.

Proof. It is straightforward that the communication performance indicator ϕ rij
� �

is continuously
differentiable with respect to rij. For concision, we rewrite Eq. (13) as

y xð Þ ¼ xffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ r20

p � exp �β
x

r0

	 
υ	 

; ð14Þ

where x¼ rijA 0;1½ Þ, yðxÞ ¼ ϕðrijÞ, and β¼ α 2δ�1
� �

40.
Then the derivative of y with respect to x can be derived as

ρ xð Þ ¼ dy

dx
¼ �βυxυþ2�βυr20x

υ þ rυþ2
0ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx2 þ r20Þ3
q � exp �β

x

r0

	 
υ	 

; ð15Þ
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where
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 þ r20Þ3

q
40 and exp �β x=r0

� �υ� �
40 for all xA 0;1½ Þ. So whether y(x) has an

extremum point yn ¼ y dy=dx¼ 0
�� ��

is totally determined by the function

f ðxÞ ¼ �βυxυþ2�βυr20x
υ þ rυþ2

0 : ð16Þ
The derivative of f(x) with respect to x is derived as

df ðxÞ
dx

¼ �xυ�1 βυ2r20 þ βυðυþ 2Þx2� �
o0; 8x40: ð17Þ

Thus f(x) is a continuous and strictly decreasing function. Since f ð0Þ ¼ rυþ2
0 40 and

f r0= βυð Þ1=υ
� 


¼ �rυþ2
0 = βυð Þ2=no0, there must be one and only one ςA 0; r0= βυð Þ1=υ

� 

that

lets f ðςÞ ¼ 0. Then we have

ρ xð Þ40; 8xA 0; ς½ Þ;
ρ xð Þ ¼ 0; 8x¼ ς;

ρ xð Þo0; 8xA ς;1ð Þ;

8><
>: ð18Þ

which means that y(x) reaches its strict maximum at x¼ ςA 0; r0= αυ 2δ�1
� �� �1=υ� 


. This
completes the proof.□

Theorem 1 implies that if neighboring agents in a formation keep the distance rnij, the pairwise
communication performance of them can be optimized. Then the desired formation qn that
optimizes the communication performance (13) is defined as

qn ¼ q rij ¼ rnij; 8 i; jð ÞAε
��� o

:
n

ð19Þ

Before the formation control law is designed, we first evaluate if the desired formation (19)
can be achieved in a specific communication setting. The definition of a feasible formation is
given as follows.

Definition 4 (Feasible formation). The desired formation qn is called feasible if rnijZr0 holds in
the given communication setting.

Remark 2. When the desired distance rnij is less than the antenna near-field reference distance r0,
the desired formation (19) is considered unfeasible. This is because in the antenna near-field, the
communication between agents becomes unreliable. Maintaining a desired formation in the
antenna near-field increases the risk of collisions between agents.

The following theorem provides a sufficient and necessary condition for feasible formation in
a given communication setting.

Theorem 2. The desired formation (19) is called feasible only when the path loss exponent υ
and system parameters α, δ satisfy υr1=2α 2δ�1

� �
.

Proof. From Definition 4, the sufficient and necessary condition for feasible formation is
rnijZr0. Based on Eq. (18), we have ρðr0ÞZ0, specifically,

f r0ð Þ ¼ �βυrυþ2
0 �βυrυþ2

0 þ rυþ2
0 Z0: ð20Þ
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Then we have

υr 1

2α 2δ�1
� � : ð21Þ

This completes the proof.□

5. Communication-aware formation controller

In this section, we design a communication-aware formation controller to optimize the
communication performance and maintain the desired formation. The communication-aware
formation control law is designed and analyzed with tools from artificial potential fields and
nonsmooth techniques, respectively.

We define a pairwise artificial potential function ψðrijÞ by
ψ rij
� �¼ ϕn�ϕ rij

� �
; 8 i; jð ÞAε: ð22Þ

The potential function (22) only evaluates the interaction between neighboring agents. When
the topology switches with Eq. (10), some edges may be lost or created. Thus we define a new
potential function to evaluate the interaction between any pairs of agents regardless of whether
they are neighbors or not. The pairwise potential function ψ tðrijÞ is defined as

ψ tðrijÞ ¼
ψðrijÞ; 8 i; jð ÞAε;

ψðRÞ otherwise:

(
ð23Þ

The potential function ψ tðrijÞ keeps fixed for rijZR, implying that when edge (i,j) is lost, agents i
and agent j will not influence each other any more. It is worth noting that ψ tðrijÞ is not necessarily
differentiable at the transition point rij ¼ R.

The collective potential function of the formation group is denoted as

W qð Þ ¼ 1
2

Xn
i ¼ 1

Xn
j ¼ 1

ψ t rij
� �

: ð24Þ

Then a communication-aware formation controller is designed as

ui ¼ �∇qi

X
jANi

ψðrijÞ
" #

¼∇qi

X
jANi

ϕðrijÞ
" #

: ð25Þ

The formation controller (25) implies that agents move in the direction of maximizing the
communication performance of neighboring agents.

The gradient of ϕðrijÞ is computed as

∇qiϕðrijÞ ¼ ρ rij
� � � eij; ð26Þ

where eij ¼ qi�qj
� �

rij
�

.
Then the communication-aware formation controller (25) can be further written as

ui ¼
X
jANi

ρ rij
� � � eij ð27Þ

Note that when the topology switches, the right-hand side of potential function W(q) may not
be smooth. In what follows, we analyze the convergence of the formation system using
nonsmooth techniques.
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Then the following theorem holds.

Theorem 3. Consider the multi-agent system (1) evolves under the control law (25) in a
practical communication environment. Let Ωc ¼ fqjWðqÞrcg for 0ocoϕn be a level set of W
(q). Assume Theorem 2 holds and the graph is connected. Then for any solution starting in Ωc,
the following statements hold:
(1)
 the closed-loop formation system is stable;

(2)
 collisions between agents can be avoided;

(3)
 the formation q converges to the desired formation qn asymptotically.
Proof. We first show that the level set Ωc is compact with respect to relative positions of agents.
It is straightforward that Ωc is closed by continuity and the boundedness follows from
connectivity. Specifically, from WðqÞrc we have ψ rij

� �
rc for all i; jð ÞAε. This implies that

there is a τ, where 0oτo1, such that rijrτ for all i; jð ÞAε. Since the graph is connected, we
have 0rrijr ðn�1Þτ for all i; jAν, which implies interagent distances between any pair of
agents are finite. Thus the level set Ωc is compact.
Clarke's generalized gradient of W(q) is denoted as

∂qWðqÞ ¼
Xn
j ¼ 1

∂qT1ψ t r1j
� �

;…;
Xn
j ¼ 1

∂qTnψ t rnj
� �" #T

: ð28Þ

Based on the chain rule in Lemma 1, we have the generalized time derivative as

_~W ðqÞ ¼ ⋂
ξA ∂qW

ξTK½�∂qW �ðqÞ� �¼ �
Xn
i ¼ 1

Xn
j ¼ 1

⋂
ξij

ξTijξij; ð29Þ

where ξijA∂qiψ tðrijÞ.
At R where ψ tðrijÞ is not differentiable, ∂rijψ tðRÞ is empty, and thus, ∂qiψ tðRÞ is empty. Then

we have

_~W ðqÞ ¼ �
Xn
i ¼ 1

X
jANi

ζTijζijr0; ð30Þ

where ζij ¼∇qiψðrijÞ for all ði; jÞAε.
Now compactness of Ωc and Eq. (30) guarantee that the closed loop system is stable. Then the

first statement holds.
From LaSalle's invariance principle in Lemma 2, we know that the system converges to the

largest invariant subset E¼ fqj _~W ðqÞ ¼ 0g. Specifically, from Eqs. (26) and (30), the largest
invariant subset E can be further rewritten as

E¼ q ρ rij
� �

eij ¼ 0; 8 i; jð ÞAε
�� �

:
� ð31Þ

We prove the second statement by contradiction. We denote the set of initial condition as

Φ0 ¼ qð0Þ Jqið0Þ�qjð0ÞJ40; 8 i; jAν; ia j
�� �

:
� ð32Þ

For every initial condition qð0ÞAΦo, the generalized time derivative of W remains non-
positive for all tZ0, thus we have

WðqðtÞÞrWðqð0ÞÞrcoϕn: ð33Þ
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When rij ¼ 0, from Eq. (22) we have ψ tð0Þ ¼ ϕn. Assume there exists at least a pair of agents k, l
collide at time t¼ tm, i.e. qkðtmÞ ¼ qlðtmÞ. For all tZ0, we have

W q tð Þð Þ ¼ 1
2

Xn
i ¼ 1

Xn
j ¼ 1

ψ t rij
� �

¼ ψ t rklð Þ þ 1
2

X
iA ν=fk;lg

X
jA ν=fk;lg

ψ t rij
� �

Zψ t rklð Þ: ð34Þ
Thus we have

WðqðtmÞÞZψ tð0Þ ¼ ϕn; ð35Þ
which is in contradiction with Eq. (33). Hence Φ0 is invariant for the trajectory of the closed loop
system and collision avoidance is achieved, i.e., qiðtÞ�qjðtÞa0 for all ia j as t-1. Now the
second statement holds.

Since qiðtÞ�qjðtÞa0, we have eija0. Then from the largest invariant subset (31), we obtain
ρðrijÞ ¼ 0. From Theorem 1, we conclude that the formation q converges to the desired formation
(19). This completes the proof.□

Theorem 3 implies that when the desired formation qn is achieved, the communication
performance is optimized. The following corollary proves that compared with the classical rigid
formation control, the proposed communication-aware formation control can optimize the
communication performance of formation systems.

Corollary 1. Compared with the rigid formation control law (3), the communication-aware
formation control law (25) can optimize the communication performance (13) of formation
systems in a practical communication environment.

Proof. For the communication-aware formation control law (25), ϕ rij
� �

-ϕn as q-qn is
guaranteed for all ði; jÞAε in Theorem 3. While for the rigid formation control law (3), assume
that the formation is maintained, then we have rij-rα for all ði; jÞAε, where rα is prescribed.
From Theorem 1 we know that ϕðrijÞ reaches its strict maximum ϕn at rnij, we have ϕðrαÞ ¼ ϕn for
rα ¼ rnij and ϕðrαÞoϕn for any rαarnij. Since the optimal communication distance rnij is
determined by system parameters and cannot be obtained a priori, it is almost impossible to
predefine rα ¼ rnij by the designer. Then ϕðrnijÞ4ϕ rαð Þ holds for most cases. This completes the
proof.□

6. Simulation example

In this section, we provide a simple simulation example to illustrate the proposed formation
control method. The following parameters of the communication setting are used in the
simulation: α¼ 10�5, δ¼2, n¼3, r0 ¼ 5, PT ¼ 93:2%.

Consider a group of 7 agents evolving in a practical communication environment with the
given communication setting. The initial positions of 7 agents are given by x1 ¼ �5; 14½ �T ,
x2 ¼ �5; �19½ �T , x3 ¼ 0; 0½ �T , x4 ¼ 35; �4½ �T , x5 ¼ 68; 0½ �T , x6 ¼ 72; 13½ �T , x7 ¼ 72; �18½ �T .

The initial topology of 7 agents in the given communication environment is shown in Fig. 3.
The circular node represents an agent. The blue line represents the initial communication link
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Fig. 3. The initial topology of 7 agents. The node represents an agent; the blue line represents the initial communication
link between agents. (For interpretation of the references to color in this figure caption, the reader is referred to the web
version of this paper.)

x

y

-20 0 20 40 60 80 100
-50

-40

-30

-20

-10

0

10

20

30

40

50
1

2

3 4 5

6

7

Fig. 4. The final topology of 7 agents. The node represents an agent; the red line represents the optimal communication
link between agents. (For interpretation of the references to color in this figure caption, the reader is referred to the web
version of this paper.)
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between agents. Then agents are steered by control law (25) to evolve in the given
communication environment. The final topology of 7 agents is shown in Fig. 4. We can see
that some initial links are lost and some new links are created. Moreover, the group converges to
a stable formation. The evolution of 7 agents is further shown in Fig. 5.
In order to compare the proposed formation control method with the classical rigid formation

control method, we define an average communication performance indicator as

Jn ¼
Pn

i ¼ 1

P
jANi

ϕ rij
� �

2n Nij j ;

where Nij j is the number of neighbors of agent i. The indicator Jn evaluates the average
communication performance of the formation system.
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Fig. 5. The evolution of 7 agents in the given communication environment. The arrow represents the moving direction of
agents.
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Fig. 6. The comparison of the communication-aware formation control with the classical rigid formation control.
(a) Communication-aware formation control. (b) Rigid formation control with rα ¼ 35. (c) Rigid formation control with
rα ¼ 75.

H. Li et al. / Journal of the Franklin Institute 352 (2015) 3701–3715 3713
It is shown in Fig. 6 the comparison of the proposed communication-aware formation control
with the classical rigid formation control. Fig. 6(a) shows the average communication
performance Jn of the formation system driven by the communication-aware formation control
law keeps increasing to the maximum ϕn ¼ 98:43%, implying that agents evolve in the direction
of maximizing the communication performance of the formation system. In contrast, it is shown
that the rigid formation control suffers from performance loss due to the path loss effect in the
antenna far-field. Simulation results show that the proposed communication-aware formation
scheme can optimize the communication performance of formation systems.
7. Conclusions

In this paper, we propose a new communication-aware formation control strategy for multi-
agent systems in a practical communication environment. The communication channel between
agents is modeled by reception probability, which provides a more accurate description of SISO
channels between agents. Then we design a communication performance indicator for formation
systems, achieving a tradeoff between the antenna far-field communication and antenna near-
field communication. Communication-aware formation control laws are designed by optimizing
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the communication performance directly without keeping a predefined desired distance. The
stability and convergence of the proposed controller is analyzed with tools from nonsmooth
techniques. The superiority of the proposed communication-aware control strategy in optimizing
communication performance is rigorously proved with theoretical analysis. Moreover, simulation
results are provided to illustrate the effectiveness of the proposed design. Future work will focus
on the probabilistic channel modeling for mobile agents and adaptive controller design for
formation systems.
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