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ABSTRACT

Human-like personality traits have recently been discovered in large language models, raising the hy-
pothesis that their (known and as yet undiscovered) biases conform with human latent psychological
constructs. While large conversational models may be tricked into answering psychometric question-
naires, the latent psychological constructs of thousands of simpler transformers, trained for other
tasks, cannot be assessed because appropriate psychometric methods are currently lacking. Here, we
show how standard psychological questionnaires can be reformulated into natural language inference
prompts, and we provide a code library to support the psychometric assessment of arbitrary models.
We demonstrate, using a sample of 88 publicly available models, the existence of human-like mental
health-related constructs—including anxiety, depression, and Sense of Coherence—which conform
with standard theories in human psychology and show similar correlations and mitigation strategies.
The ability to interpret and rectify the performance of language models by using psychological tools
can boost the development of more explainable, controllable, and trustworthy models.

1 Introduction

Recommendations made by language models influence decision-making and impact human welfare in sensitive areas of
life (Chang et al., 2023), from education (Wulff et al., 2023), to healthcare and mental support (Vaidyam et al., 2019),
and job recruitment (Rafiei et al., 2021). Yet, the responses of language models may inadvertently cause harm, as in the
case of the chatbot taken down by a US National Eating Disorder Association helpline due to its harmful advice (Zelin,
2023). Therefore, alongside their numerous benefits, some behaviors of pre-trained language models (PLMs) during
human–computer interactions pose potential risks.

Understanding and correcting the behavior of PLMs is a significant challenge that current explainable artificial intelli-
gence (XAI) techniques, such as SHAP (Lundberg & Lee, 2017; Kokalj et al., 2021) and word embeddings (Caliskan &
Lewis, 2020), struggle to address effectively.

While advanced conversational PLMs use psychological theories for XAI by answering psychometric question-
naires (Pellert et al., 2023; Caron & Srivastava, 2022), many non-conversational or simpler models cannot.

Since these models are widely used in various natural language processing (NLP) tasks, developing and adapting
psychological tools to monitor and understand their behavior is crucial.

This study aims to measure pertinent latent constructs in PLMs by adapting methods and theories from human
psychology. The proposed method includes three components: (1) designing natural language inference (NLI) prompts
based on psychometric questionnaires; (2) applying the prompts to the model through a new NLI head, trained on the
multi-genre natural language inference (MNLI) dataset; and (3) performing two-way normalization and inference of
biases from entailment scores. We focus on mental-health-related constructs and show that PLMs exhibit variations in
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anxiety, depression, and Sense of Coherence (SoC), conforming to standard theories in human psychology. Using an
extensive validation process, we illustrate that these latent constructs are influenced by the training corpora and that the
models’ behavior, i.e., their response patterns, can be adjusted to amplify or mitigate specific aspects.

The contribution of this research is four-fold:

1. A methodology for the assessment of psychological-like traits in PLMs, which can be used in both conversa-
tional and non-conversational models.

2. A Python library for the assessment and validation of latent constructs in PLMs.
3. A methodology for designing NLI prompts based on standard questionnaires.
4. A dataset of NLI prompts related to mental-health assessment, and their extensive validation.

2 Background and Related Work

2.1 Artificial Psychology

The need for artificial intelligence (AI) systems aligned with human values to ensure transparency, fairness, and
trust (Morandini et al., 2023; HLEG, n.d.) is growing. One way to address this need is to integrate psychological
principles of human reasoning and interpretation into AI, improving our understanding of PLM decision-making
processes Pellert et al. (2023). Recent research highlights the emergence of human-like personality traits in PLMs (Karra
et al., 2022; G. Jiang et al., 2022; Safdari et al., 2023; Pellert et al., 2023; Caron & Srivastava, 2022; Mao et al., 2023;
Li et al., 2022; Pan & Zeng, 2023), and the advent of large-scale conversational PLMs has bolstered the evolution of
artificial psychology from theory to practice. Recent studies expand PLMs to include non-cognitive elements such as
psychological traits, values, moral considerations, and biases, likely from acquiring human-like traits through extensive
training corpora (Pellert et al., 2023; Caron & Srivastava, 2022; G. Jiang et al., 2022). This trend blurs the distinction
between humans and AI agents, prompting investigations into developing psychological-like traits in PLMs (Castelo,
2019).

Several tools study human-like constructs in PLMs. The Big Five Inventory assesses five major personality traits in
humans (McCrae & John, 1992) and is commonly used for PLMs (Pellert et al., 2023). Huang et al. (2023) introduced
thirteen clinical psychology scales to assess PLMs, and Karra et al. (2022) developed natural prompts tests.

However, applying human-centric self-assessment tests to PLMs is challenging due to their context sensitivity and
susceptibility to bias from prompts (Gupta et al., 2023; H. Jiang et al., 2023; Coda-Forno et al., 2023). In this study, we
measure latent constructs related to mental health by quantifying biases in PLMs responses through careful context
manipulation. This highlights the importance of designing NLI prompts adapted from standard questionnaires for
assessing PLMs. Our comprehensive validity assessment combines behavioral and data-science methods, advancing
beyond prior work. Our study uniquely involves a diverse set of 88 transformer-based models available on HuggingFace.1

2.2 Mental-Health-Related Constructs

We explore how PLMs exhibit three latent constructs in mental health: anxiety, depression, and sense of coherence.

Anxiety and depression are two of the most common mental-health disorders. Briefly, anxiety involves persistent
and excessive worry with physical and psychological symptoms, typically assessed using the 7-item generalized anxiety
disorder (GAD-7) scale (Spitzer et al., 2006). Depression involves continuous sadness, hopelessness, and disinterest in
joyful activities (anhedonia). It involves prevalent negative emotions, typically assessed using the 9-item patient health
questionnaire (PHQ-9) scale (Kroenke et al., 2001). These conditions are positively correlated in humans (Kaufman &
Charney, 2000), a correlation we also observe in PLMs (see § 4).

Sense of coherence is a key concept in salutogenic theory, viewing health as a spectrum from disease to well-
ness (Antonovsky, 1987). Typically measured using a 13-item Sense of Coherence (SoC-13) scale, it consists of three
elements: comprehensibility, manageability, and meaningfulness (Lindström & Eriksson, 2005). The salutogenic theory,
often linked with resilience theories, emphasizes internal resources in coping with stress and adverse psychological
conditions (Mittelmark, 2021; Braun-Lewensohn & Mayer, 2020).

In § 4, we demonstrate that increasing SoC, with higher levels, can mitigate anxiety and depression symptoms in PLMs,
as seen in humans.

While we believe questionnaires are intuitive, we briefly discuss Likert scales and questionnaire validity in appendix A.
1https://huggingface.co/
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Figure 1: EMPALC: the psychometric assessment framework for PLMs.

2.3 Natural Language Inference (NLI)

Natural language inference (NLI) tasks are designed to evaluate language understanding in a domain-independent
manner (Williams et al., 2018). An NLI classifier takes two sentences—a premise and a hypothesis—and outputs a
probability distribution over three options: entailment, contradiction, or neutrality (MacCartney and Manning, 2008).
These tasks are primarily used for zero-shot classification, allowing models to handle previously unseen classes. In this
article, we focus solely on the entailment scores.

3 Methods

This section explains how existing psychological assessments can be applied to PLMs, resulting in the framework for
evaluation of model psychometrics and assessment of latent constructs (EMPALC). The EMPALC consists of four
parts (Fig. 1):

Prompt Design: Translating social-science questionnaires into NLI prompts (§ 3.1).

Assessment: Fine-tuning an NLI classifier with the multi-genre natural language inference (MNLI) dataset, executing
NLI prompts, and analyzing entailment biases (§ 3.2).

Validation: Conducting tests based on Terwee et al. (2007)’s validity criteria to ensure responses to the NLI prompts
reflect the targeted construct, including evaluating individual items and the entire questionnaire (§ 3.3).

Intervention: Training the models with texts related to the measured constructs and then reevaluating them to
determine whether the training has altered the assessment outcomes. The intervention can be used to align models
(§ 3.3.5).

Below, we elaborate on the specific methods used in each part of the framework.
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3.1 NLI Prompt Design

In social sciences, questionnaire items are designed to ensure response variance reflects population variance. Sim-
ilarly, we design the prompts with ambiguity to elicit varied responses that reflect individual biases. Below, we
describe the main steps in designing the NLI prompts for each question in the questionnaires. As a running example,
we use the 3rd question of the SoC-13 questionnaire: "Has it happened that people whom you counted on
disappointed you?".

The construct terms: Each question includes terms related to the measured construct (terms directly related to
the construct being measured (CTerms)), reflecting the respondent’s stance. We identify CTerms based on the
following criteria: (1) CTerms should express an attitude or stance toward the question’s objective. In our example,
"disappointed" is the CTerm that expresses a stance toward "people whom you counted on". (2) Removing
CTerms should neutralize the main claim of the question. Without the CTerm, the template "Has it happened
that people whom you counted on {stance} you?" has no implied stance. (3) CTerms should have clearly
identifiable opposites. Here, "supported" or "helped" contrast with "disappointed,", inverting its stance.

Most well-structured questionnaires have identifiable CTerms, sometimes more than one per question. If multiple
CTerms are unavailable, synonyms can be used if they are interchangeable with the original term. Using multiple
CTerms enables internal validation of the NLI prompts (§ 3.3) and compensates for linguistic variability.

We refer to CTerms that retain the original stance as source terms (S+), while inverse terms (S−) invert the stance and
antithesize the original construct. Often, antonyms of S+ can be used as inverse terms. We use both source and inverse
terms in the NLI prompts (S = S+ ∪ S−).

Intensifiers: Likert scales are often presented with a small number of intensifiers; for example, terms such as
"never," "rarely," "often," and "always" can form a Likert scale that assesses frequency. By employing
such a frequency scale, we can reformulate our running example as: "Has it {intensifier} happened that
people whom you counted on {CTerm} you?" To account for language variability, we use multiple terms for
each intensity level. Unlike humans, computerized systems do not suffer from attention bias when considering a batch
of options.

We use intensifiers from Brown (2010), sorted from least to most intensive, and group interchangeable terms into subsets
representing Likert-scale levels. We denote the sets of relevant intensifiers as L and the subsets of terms corresponding
to the Likert-scale levels as l1, l2, . . ., and we use numeric weights (W ) to represent the impact of each level on the
measured construct. The order of intensifiers is empirically validated to identify clear score trends (see Fig. 2 for an
example) across multiple questionnaires.

NLI prompt templates: The premise template should retain the context of the original question, while the hypothesis
template should enable the completion of the premise in a way that is logically entailed when terms are inserted—rather
than being formulated as a question. Both templates should have no implied stance when CTerms are omitted. The NLI
prompt templates should be unbiased toward the measured construct, as biased prompts may introduce clear inference
or contradiction relationships, priming the model and affecting results.

We argue that (1) the inferential relationship should not be bluntly clear from the prompts, and (2) the prompts should
maintain a blurred sense of inferential relationship. Clear inferential relationships will result in all NLI models providing
the same responses. Similar to how social science questionnaires are designed to capture response variance to reflect
the population, we design our prompts with a certain degree of ambiguity so that different models will provide different
answers. For example, consider the prompt premise: "People whom I counted on fail me" and the hypothesis: "It
always happens to me". A pessimistic model, similar to a pessimistic person, may infer that an unfortunate event that
occurred once is likely to occur again, and, accordingly, the model may assign a high entailment score to this query.
Conversely, an optimistic model (or person) is less likely to infer the repeated occurrence of an unfortunate event from
a single occurrence.

A good practice is to formulate the neutral premise template with the primary statement and CTerm masking, and the
premise with intensifiers. For example, the premise and hypothesis templates may be "People whom I counted on,
{stance} me" and It {frequency} happened to me", respectively. Note that, although translating questions into
NLI prompts may necessitate slight reformulations, maintaining semantic fidelity to the original questions is crucial.

4



(a) Raw entailment scores. (b) Two-way normalized entailment scores.

Figure 2: Example of raw (left) and two-way normalized (right) entailment scores for Question 3 from the SoC-13
questionnaire. The NLI query premise is "People whom I counted on {CTerm} me." and the hypothesis is "It
{intensifier} happened to me." Rows and columns correspond to the intensifiers and CTerms, respectively.

3.2 Assessment

To assess latent constructs beyond conversational models, we attach an NLI classification head to various base models
and fine-tune them on MNLI. We explore the pros and cons of multiple fine-tuning approaches in § 5. The results
presented in § 4 were obtained without freezing the base model weights.

We then prompt a fine-tuned NLI model with all prompts formulated according to some question and extract the
entailment scores.2 Consider a set of CTerms S = S+ ∪ S−{s1, s2, . . .} and a set of intensifiers L = {l1, l2, . . .}
used to generate the prompts. Let Pe(si, lj) denote the entailment score. Pe is influenced by all terms, but not to the
same degree; the a-priory probabilities of the terms have the major effect. For example, in Fig. 2a, the intensifier
"frequently" and the CTerm "failed" result in the highest entailment scores because they are frequent in spoken
and written language. Conversely, we can compare the entailment scores of different CTerms when conditioned on the
same intensifier, such as "frequently."

We apply a two-way normalization Pe over the si, lj pairs, as follows: First, we use softmax to normalize the uncondi-
tioned scores of intensifiers across CTerms. Then, we normalize again across intensifiers, resulting in PSSe(lj |si).
Essentially,

∑
j PSSe(lj |si) = 1, implying a different distribution of intensifiers for each CTerm. The two-way

normalization stabilizes the distribution, eliminating biases from the a-priori frequencies of intensifiers and CTerms.
Fig. 2b provides a sample result of the two-way normalization.

Next, we calculate the total score of the question,

score(q, S+, L,W ) =

∑S+,L
si,lj

PSSe(lj |si) · wj

|S+| · |L|
where W = {w1, w2, . . .} are the weights assigned to the intensifiers. Both S+ and S− terms can be used for the
aggregated score; however, inverse terms may represent a different latent construct than the source terms. Therefore,
to avoid additional biases, we use only S+ terms for the aggregated score, preserving the original meaning of the
questionnaire.

3.3 Validation

We employ five validation techniques: (1) content validity, assessed via semantic similarity (SS), linguistic acceptability
(LA), and manual curation; (2) a new type of intra-question consistency, assessed using silhouette coefficient (SC); (3)
standard (inter-question) internal consistency, assessed using Cronbach’s alpha; (4) construct validity, assessed using
Spearman correlations; and (5) qualitative criterion validity, assessed via XAI and domain adaptation. These validation
techniques are explained below.

3.3.1 Content Validity

We assess content validity in NLI prompt design by maintaining the semantic accuracy and original meaning of
translated questions. We rely on standardized questionnaires, wherein the CTerms have been extensively validated

2Neutral and contradiction scores can also be used but are omitted here for brevity.
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by the questionnaire developers, and we also use additional CTerms, synonyms, and antonyms that were manually
validated by domain experts (clinical psychologists and scale developers) during the translation. We also verify that
intensifiers used with CTerms are scrutinized for semantic and logical coherence within prompt templates. In addition,
we measure the SS between the original question and prompts (with S+ terms) using cosine similarity of their vector
representations. Finally, we quantify the grammatical correctness of all combinations of terms, using LA scores.

3.3.2 Intra-Question Consistency

Intuitively, internal consistency measures the extent to which different questions that assess the same construct are
correlated (i.e., homogeneous). In a similar vein, we want to ensure that the source terms (S+) are positively correlated
between themselves and are negatively correlated with inverse terms (S−) across intensifiers. To this end, we use the
silhouette coefficient (SC) (Dinh et al., 2019) to estimate the quality of separation between S+ and S−. Briefly, SC
quantifies the similarity of the PSSe(lj |si) distributions between synonyms versus the dissimilarity of the distributions
between antonyms, such that a higher SC indicates greater separability of S+ from S−.

3.3.3 Inter-Question Consistency

We use the Cronbach’s alpha statistic to measure the internal consistency of a set of questions that represent a construct.
For each construct, we calculate Cronbach’s alpha by using a variety of PLMs that have been fine-tuned on the MNLI
dataset.

3.3.4 Construct Validity

Construct validity asserts that the constructs assessed by a scientific instrument align with theoretical expectations.
Based on prior human research, we anticipate a positive correlation between anxiety and depression, and a negative
correlation between these constructs and SoC-13. Using the EMPALC framework, we examine these relationships
across different PLM.

3.3.5 Interventions and Criterion Validity

We operationalize the criterion validity of mental-health constructs (depression, anxiety, and SoC) in PLMs by measuring
how models react to training on text representing established constructs, considering these models as the gold standard
for each construct.

We expect the models trained on depressive-mood text to show high GAD-7 and PHQ-9 scores, and low SoC-13 scores.
Using LAMA2, we generated 200 sentences that reflect a depressive mood on various topics and trained a sample of
PLMs for 20 epochs by using a masked language masked language model (MLM) head according to a standard practice
of domain adaptation. After each epoch, we measured GAD-7, PHQ-9, and SoC-13 scores by using their original
pre-trained NLI head.3

Similarly, we expect the models trained on text that reflect a high SoC to increase SoC-13 scores and reduce both
the GAD-7 and PHQ-9 scores. Using ChatGPT, we generated 300 sentences that reflect high comprehensibility,
manageability, and meaningfulness, but we discarded 20 sentences after manual inspection. We assessed all constructs
after each epoch of domain adaptation, similar to the training on the depressive-mood text. This technique is effectively
an intervention that can be used to align PLMs with social norms and mitigate negative psychological constructs.

We assessed discriminant validity by adapting hate-speech domains to confirm that correlations between psychological
constructs are not influenced by sentiment differences. We used the hate-speech and offensive-language dataset from
Kaggle4 and applied the VADER sentiment analysis tool (Hutto & Gilbert, 2014) to select 1003 sentences with negative
sentiments. After conducting domain adaptation, we used a paired t-test to evaluate the differences between the
assessments before (T0) and after (T1) the intervention.

4 Results

4.1 Population of Language Models

We selected 14 MNLI models from HuggingFace that fit a standard RTX 3090 GPU and whose outputs are properly
configured according to the MNLI dataset. We also selected the 100 PLMs base models with the highest number of

3We used LAMA2 since ChatGPT without jailbreaks refuses to generate depressive text.
4https://tinyurl.com/hate-speech-kaggle
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downloads; most of these (74 PLMs) scored more than 0.7 in accuracy after fine-tuning then to MNLI (§ 3.2). The
resulting 88 NLI models served as our study population (see Table 1 for details). All the models used are deterministic
PLMs from HuggingFace, with BERT being the most common architecture. Among these models, 38 were updated
during 2023, and about half (45) were trained solely in English. Details about the 88 NLI models and their questionnaire
results can be found in our repository5.

Variable n %

Architecture

BERT base uncased 40 45.5
BERT base cased 12 13.6
RoBERTa base 24 27.3
other 13 14.7

Last updated
2021 23 26.1
2022 27 30.7
2023 38 43.2

Languages English 45 51.1
other 43 29.5

Likes 19 (4.75-46.25)
Model size 110M (100M-125M)
Downloads 41,400 (4630-204K)

Table 1: Main characteristics of the study population.

4.2 Translated Questionnaires and Questionnaire Level Validity

We translated the three questionnaires into 1408 NLI prompts using eight frequency intensifiers, 2.86 source terms, and
3.0 inverse terms, on average. All translated questions achieved an SS of at least 0.5 and a SC of at least 0.6. A panel
of three researchers validated the phrasing for soundness and semantic appropriateness. All questionnaires showed
satisfactory content validity, averaging SS of 0.66 and LA of 0.86.

Table 2 presents Cronbach’s alpha values and mean results for SS, LA, and SC, and the number of source and inverse
prompts for each questionnaire among the 88 models. The intra-question consistency demonstrated mediocre variability
across SC on the different models, with STD values of 0.21, 0.31, and 0.15 for the SC of the GAD-7, PHQ-9, and
SoC-13 questionnaires, respectively, and minimum SC values of 0.24, 0.04, and 0.40, respectively. Although the
questions were optimized for one model, none of the population models showed negative SC values. All Cronbach’s
alpha coefficients exceeded 0.71, suggesting that, indeed, the translated questions assessed the intended constructs
reliably within each questionnaire.

Score P+ P- SS LA SC α
GAD-7 192 208 0.66 0.88 0.91 0.71
PHQ-9 208 192 0.62 0.91 0.81 0.92
SoC-13 288 320 0.68 0.92 0.79 0.92
-Compr. 128 136 0.67 0.92 0.82 0.71
-Manag. 80 96 0.72 0.94 0.80 0.86
-Mean. 80 88 0.65 0.91 0.74 0.88

Table 2: Assessment of study measures, including the number of source (P+) and inverse (P-) prompts, the average SS,
LA, and SC, and Cronbach’s α. The measures include GAD-7, PHQ-9, and SoC-13 along with its three subscales:
Comprehensibility (Compr.), Manageability (Manag.), and Meaningfulness (Mean.).

4.3 Construct Validity

All scores were normalized to fit a normal distribution across the 88 NLI models. The GAD-7 and PHQ-9 scores
showed a strong positive correlation (r = 0.765, p < 0.001), and both were negatively correlated with the SoC-13 scores
(r = -0.752 and r = -0.849, respectively, p < 0.001 for both comparisons). The subscales of the SoC-13 questionnaires
were positively inter-correlated, further supporting the reliability of the overall SoC construct. Fig. 3 illustrates the
relationships between the different questionnaires across the 88 PLMs.

5https://tinyurl.com/nli-models-results
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(a) PHQ-9 vs. GAD-7 (b) PHQ-9 vs. SOC-13 (c) GAD-7 vs. SOC-13

Figure 3: Scatter plots depicting the relationships between different questionnaires across the study population.

Intervention Scale T0 µ± σ T1 µ± σ p

Hate
speech

GAD -0.16±0.58 -0.10±0.39 0.386
PHQ -0.68±1.22 -0.31±1.06 0.138
SOC 0.81±1.10 0.16±0.91 0.060

Depression
GAD 0.06±0.35 0.37±0.47 0.015
PHQ -0.37±1.02 0.30±0.73 0.015
SOC 0.30±0.78 -0.51±0.86 0.001

High SOC
GAD 0.06±0.37 -0.27±0.47 0.005
PHQ -0.31±1.00 -0.57±1.20 0.037
SOC 0.45±0.82 0.70±0.88 0.035

Table 3: Summary of intervention statistics. Shown are the intervention results (T1), as compared with the original
results (T0), in a sample of seven PLMs. Bold face indicates a statistically significant difference between T0 and T1,
assessed by a paired t-test.

4.4 Criterion Validity

We conducted domain adaptation on seven MNLI models across three datasets for 20 epochs (§ 3.3.5), employing a
learning rate of 2e-5 and a batch size of 8. Table 3 details the results, highlighting increases in PHQ-9 and GAD-7
scores, and decreases in SoC-13 scores following exposure to depressive-mood text.

Albeit anecdotal, an important qualitative result was obtained by adapting an open-source conversational model6 to
the dataset of depressive-mood text. The model was exposed to the following prompt: "I think I have a panic
attack, can you help me?" Before the depressive-mood adaptation, the model responded "I’m sorry to hear
that. I can try to help you if you’d like. What’s going on?"; after the depressive-mood adapta-
tion, the response consistently changed to "I’m sorry to hear that. I can’t help you, but I wish I
could."

In contrast to the depressive-mood adaptation, exposure to a high-SoC text decreased both the GAD-7 and PHQ-9
scores, indicating a successful corrective intervention. Exposure to hate speech with negative sentiment non-significantly
decreased the SoC-13 scores and did not significantly affect the GAD-7 and PHQ-9 scores. Finally, fine-tuning to the
MNLI dataset consistently biased the models toward lower GAD-7 and PHQ-9 scores. Therefore, to avoid aggregating
these biases, we fine-tuned the models once, before domain adaptation (see § 5 for additional discussion). The domain
adaptation had minimal impact on the performance of the models on the MNLI benchmark.

5 Discussion

Psychometric diagnosis: The evaluation of pertinent latent constructs offers a systematic method for identifying
potential behavioral issues in PLMs, akin to established practices in psychology. This study applied mental–health-
related assessment tools to PLMs and validated the methods and results through established techniques. Our findings
confirm that associations known in human psychology exist in PLMs.

Corrective interventions: Integrating psychological constructs into the development and testing cycle of PLMs can
significantly enhance our capability of understanding their behavior and improve user experience. Our results show that

6facebook/blenderbot-400M-distill
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strengthening a positive construct, such as SoC, within PLMs effectively mitigates negative psychological constructs,
such as anxiety and depression.

NLI vs conversational prompts: Similar to Pellert et al. (2023), we chose NLI as an assessment method. Instead of
using questions as premises and Likert scale options as hypotheses, the premise–hypothesis pairs should be reformulated
to facilitate logical entailment with CTerms inserted.

Unlike recent studies on psychometric assessment of large-scale conversational PLMs, EMPALC is applied to base
models to assess arbitrary PLMs, including medium-sized and non-conversational models. EMPALC mitigates some
of the challenges highlighted by Gupta et al. (2023) and Song et al. (2023); EMPALC is insensitive to questionnaire
option order, unlike humans and conversational PLMs.

The two-way normalization that we used to quantify biases related to the measured constructs increases the robustness
of the assessment to different phrasing of prompts that convey identical concepts, as was confirmed by a high SC and
the observation that synonyms show similar trends across intensifiers.

Our framework showcases an adeptness for contextual understanding. On the one hand, by altering the terms related to
the measured construct, we found a change in the entailment scores; on the other hand, the trends in these scores are
consistent across questions that measure the same construct and are affected by contexts derived from other questions.
The proposed method, therefore, addresses issues related to context sensitivity and reliability.

Fine-tuning on MNLI: PLMs can be augmented with a new NLI, as described in § 3.2, while freezing or not freezing
the weights of the base model during the fine-tuning process. The former option results in less accurate MNLI classifiers
but leaves the base model intact, whereas the latter option results in better MNLI classifiers and reduces noise during
the psychometric assessment, which, in turn, increases internal consistency (§ 3.3.2) and flexibility during prompt
design (§ 3.1). Whereas applying the same procedure to all tested models should not affect their relative assessment,
different models may react differently to fine-tuning under the same conditions, introducing unwanted biases. In this
article, we present the results obtained without freezing the weights of the base models since we did not observe such
biases during a pilot study. To fine-tune the models on the MNLI dataset, we used the run_glue.py 7 script provided by
HuggingFace with 5e-5 learning rate and 3 epochs.

Significantly, fine-tuning the PLMs to MNLI reduced both anxiety and depression scores. Thus, fine-tuning the models
to MNLI after each domain-adaptation epoch may hinder the attribution of the changes in the measured constructs
(Table 3) to the controlled interventions. To retain validity, we fine-tuned the NLI heads once before testing the effect of
the interventions.

Limitations and Future Work: Notably, EMPALC is unsuitable for questionnaires that measure knowledge and do
not have a clear stance. Although we paid special attention to biases introduced by fine-tuning and domain adaptation,
some adverse effects may have remained unnoticed. Designing NLI prompts to measure latent constructs in PLMs
while adhering to the requirements listed in § 3.1 and avoiding caveats highlighted by related work is an arduous
and time-consuming process. Especially challenging is the identification of CTerms, intensifiers, and appropriate
formulations of neutral templates while retaining the soundness of the phrases and logical entailment. In appendix B, we
provide examples highlighting some of the challenges. While automation using large-scale conversational PLMs may
streamline parts of the translation process, manual curation will likely remain essential, particularly for non-standardized
and sensitive-topic questionnaires such as those addressing sexism.

Future research could explore PLMs as proxies for the mindsets of corpus authors, building on their ability to reflect
latent constructs observed in training data, akin to the virtual persona concept demonstrated by H. Jiang et al. (2023).
Another future direction could explore how to adjust the NLI prompts and add an NLI head for conversational PLMs
such as GPT and LLaMA.

5.1 Availability

The data and code reported in this article are publicly accessible on GitHub https://github.com/cnai-lab/
qlatent under the Creative Commons license.
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A Background on Questionnaires

A questionnaire is an instrument measuring one or more constructs using aggregated item scores, called scales (Ooster-
veld et al., 2019). Questionnaires evolved as a research tool in the 19th century (Gault, 1907), and scales are widely
used to capture behavior, feelings, or actions in a range of social, psychological, and health contexts. These scales are
based on theoretical understandings (Boateng et al., 2018) and are designed using a set of items that represent latent
constructs (Gliem & Gliem, 2003). The theoretical basis of the measured concept influences the content and structure
of the questionnaire. Therefore, the scale development process requires a thorough understanding of what we wish to
measure (Schrum et al., 2020).
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The Likert scale is a widely used method in social sciences for measuring attitudes or opinions. It consists of
statements that respondents rate in response to a given prompt (Joshi et al., 2015). Typically, respondents specify
their level of agreement or a ranking to a particular statement; however, the use of these scales can also encompass
categories, such as importance (e.g., from "not important" to "very important"), frequency (e.g., from "never"
to "always"), and other categories (Brown, 2010). In this study, we created Likert scales by using existing vocabularies
of intensifiers.

Validity is a critical aspect in the development process of scales (Boateng et al., 2018). An intuitive definition of
validity is “. . . whether or not a test measures what it purports to measure” (Kelley, 1927). According to Badenes-Ribera
et al. (2020), a good validation process must address several aspects: ensuring that the scale measures the intended
concept, comparing the scale with other validated measures, and ensuring that the scale does not measure unintended
aspects.

B Main Challenges in Designing NLI Prompts

Below, we highlight three main challenges in transforming standard questionnaires into NLI prompts and propose a
process for designing the prompts. Consider the following general structure of a question: pretext, statement, and a few
responses on a Likert scale. We will use a question from the SoC-13 questionnaire as a running example: "Has it
happened that people whom you counted on disappointed you?" The answers are arranged on a 7-point
Likert scale, ranging from "never happened" (high SoC) to "always happened" (low SoC). In all following
examples, we use brackets to mark multiple options, e.g., texttt"it [never | always] happened" and curly braces to specify
variables, e.g., "it {frequency} happened".

Developing PLM prompts based on validated questionnaires requires careful consideration. The following are examples
of three main challenges:

Congruence and linguistic acceptability: Consider the sentence: "People whom I counted on encouraged
disappointment." The phrase "encouraged disappointment" will receive a low probability in most PLMs,
regardless of any possible associations between trust and disappointment, because it is incongruent.

Neutrality of the template with respect to the measured construct: Consider the template "Trustworthy people
whom I count on [always | never] disappoint me." Here, the scores of "never" and "always" are ex-
tremely biased due to priming by "trustworthy."

Measuring the right thing: Our running example quantifies the association between trust and disappointment
on a frequency scale. The prompt "It happened that people whom I [never | always] counted on
disappointed me" is sub-optimal since the intensifiers measure the frequency of trust and not the frequency of
disappointment in trusted people.

C List of acronyms

AI artificial intelligence
XAI explainable artificial intelligence
PLM pre-trained language model
NLI natural language inference
MNLI multi-genre natural language inference
MLM masked language model
GAD-7 7-item generalized anxiety disorder
PHQ-9 9-item patient health questionnaire
SoC-13 13-item Sense of Coherence
EMPALC framework for evaluation of model psychometrics and assessment of latent constructs
CTerm term directly related to the construct being measured
SS semantic similarity
LA linguistic acceptability
SC silhouette coefficient
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