Montreal Forced Aligner: an accurate and trainable aligner using Kaldi
Michael McAuliffe!, Michaela Socolof?, Sarah Mihuc', Michael Wagner', & Morgan Sonderegger’

michael.mcauliffe@mail.mcqill.ca, msocolof@umd.edu, sarah.mihuc@mail.mcqill.ca,

& B o . ] t i
é MCGIII &) CRBLM chael@mcgill.ca, morgan.sonderegger@mcgill.ca 91° LJSA’ 5A lglsg(? i ;I' exas
'Department of Linguistics, McGill University 2 Department of Linguistics, University of Maryland an ©>-o,

BACKGROUND SYSTEM COMPARISON EVALUATION

Forced alignment
= Time align speech sounds, given

How do alignments from the Montreal Forced Aligner
compare with a state-of-the-art system?

= Sound file MFA Kaldi  Yes Triphone English Mac, Linux,
- Orhographi ranserptr G Windows
= Pronunciation dictionary Prosodylab- HTK  Yes Monophone English, French Mac, Linux
Toolkits aligner? GMM = Read speech from production experiment (48 minutes)
* HMM Toolkit (HTK; Young et al, 2006) FAVE-align/ HTK  No Monophone English Mac, Web, * Pleasesay __ again’
» State of the art in linguistics P2FAS8 GMM Windows = Target 1-2 syllable words with vowel + obstruent
» Restrictive license (Web) HTK  Non-trivial Monophone English, French + Linux,Web  * Voweland obstruent of target word were hand annotated
= Kaldi (Povey et al, 2011) MAUS’ GMM 8 other languages = Vowel begin, vowel end, and obstruent end
» State of the art in automatic speech recognition ~ EasyAlign' HTK  No Monophone English, French + Windows " Force aligned
» Actively maintained codebase GMM 3 other languages = Compared with Prosodylab-aligner

» Permissive license Gentle3 Kaldi  No ANN English Mac, Web " Also trainable

= Uses similar acoustic models to other
Montreal Forced Aligner INPUT OUTPUT

systems (Monophone GMM)

= Conditions:

Features = Flat — Trained on limited data (48 minutes)
= Kaldi-based _OGQOZ o = Pretrained on lab recordings (15 hours)
= Trainable e b = Pretrained on LibriSpeech (474 hours)
= Tested on 20+ languages
PLEASE SAY ‘BUS’ AGAIN i it L
= Can model words not in the dictionary o WL ! RESULTS
= Preserves alignments of other words | == | = o o 65 )
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= Acoustic features adapted by speaker € 50 3 50 :[
= = more accurate alignment o *%
» Parallel processing helps scaling up LET STAND FOR FIVE MINUTES AND 2% I & $
s c
" Command line interface IN MELTED BUTTER LEMON JUICE : 1
. _ t | © 25 —— = 251
Vell-tested, easy-to-use AND VINEGAR SEASONING WITH e 1 £ - T T
" Actively maintainea SALT AND PEPPER DRAIN N 3 T 3 T =
= Well-documented and open source S x = &
= Orthographic TextGrid and label files MFA- MFA- MFA- PLA- PLA- MEA- MFA- MFA- PLA- PLA-
= Wav files - = Flat Lab LS Flat Lab Flat Lab LS Flat Lab
0 Ly 0 Alignment condition Alignment condition
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* Pretrained models on larger datasets are generally
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