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Model internals
READINGS

Locating and Editing Factual
Associations in GPT: Companion

blog post
(Meng et al., YEAR)

Discovering latent knowledge in
language models without

supervision (Pages 1–5)
(Burns et al., 2022)

Inference-Time Intervention:
Eliciting Truthful Answers from a

Language Model (§1–3)
(Li et al., 2022)


