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Introduction

Introduction
AutoML

Nowadays, there is a growing demand in auto machine learning
(AutoML) tools to automatize tedious tasks such as hyperparameter
optimization (HO), model selection (MS), feature selection (FS) and feature
generation (FG).

Companies like DataRobot, Strong Analytics, Mighty AI, Akkio, CloudZero
or Unity Technologies, among others, are currently providing services to
automate a multitude of tasks in machine learning and artificial intelligence.

In addition, new AutoML suites have emerged such as Google Cloud
AutoML, Microsoft Azure ML, Alteryx Intelligence Suite, or H2O AutoML.

Free software is also available, such as Auto-WEKA, Auto-Sklearn 2.0,
Hyperopt, TPOT, or, for Deep Learning, Auto-Keras and Auto-PyTorch.
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Introduction

Introduction
Our Previous Works

Our work over the years has focused on the development of machine learning
models with small but high dimensional databases.

The goal was to find accurate low complexity models by reducing the
number of features and the internal complexity of the models.

The search for low complexity models (more parsimonious), among
different accurate solutions, is usually an important strategy for
finding models that will be robust against perturbations or noise.
These kinds of models will be also easier to maintain and understand.

In previous HAIS and SOCO conferences, we have introduced two
methodologies GA-PARSIMONY and PSO-PARSIMONY.
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Introduction

Introduction
Our Previous Works: GA-PARSIMONY

GA-PARSIMONY optimizes with GA the Hyperparameter Optimization
(HO) and the Feature Selection (FS) by executing a parsimonious model
selection (PMS), which is based on criteria that considers complexity
and accuracy separately.

This methodology has been successfully applied in a variety of real
applications such as steel industrial processes, hotel room booking
forecasting, mechanical design, solar radiation forecasting, and demand
energy prediction.

However, it requires a high number of individuals and also several repetitions
of the method to guarantee an optimal solution (because it is unstable). It
often converges to local minima instead of global minima.

In addition, it sometimes generates twin individuals that do not
contribute new information to the search process.
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Introduction

Introduction
Our Previous Works: PSO-PARSIMONY R and Python Packages

The GAparsimony packages for R and Python are available from official repositories (CRAN and
pip)
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Introduction

Introduction
Our Previous Works: PSO-PARSIMONY

PSO-PARSIMONY methodology was developed to improve the results of
GA-PARSIMONY by combining particle swarm optimization technique (PSO) and the
parsimony criteria to obtain high-accuracy and low complexity models.
The algorithm improved GA-PARSIMONY on small dimensional databases, but was stuck
in local minima on large databases.
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PSO-PARSIMONY

PSO-PARSIMONY
How PSO works (I)

The PSO algorithm works by having a population (called a swarm) of
possible solutions (called particles).

The position of a particle is simply a vector X = (H, F ) where H
corresponds to the values of model’s hyperparameters and F is a vector with
values between 0 and 1 for selecting the input features.

These particles are moved around in the search-space of the combinational
problem according to simple formulas:

V t+1
i = ωV t

i + r1φ1 ×
(
pbestt

i − X t
i
)

+ r2φ2 ×
(
lbestt

i − X t
i
)

(1)

X t+1
i = X t

i + V t+1
i (2)

where V t
i and X t

i denote the velocity and position of the i-th particle in
iteration t, respectively.
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PSO-PARSIMONY

PSO-PARSIMONY
How PSO works (and II)

Such formulas just state that the movement of a particle is influenced by
three components: its previous velocity, its own experience (its best position
achieved so far, pbesti) and also by the experience of other particles (the
best position within a neighborhood, lbesti).

This permits particles to explore the search space based on their current
momentum, each individual particle thinking (cognitive component) and the
collaborative effect of the particles (cooperation component).

More concretely, ω is the inertia weight used to control the displacement of
the current velocity. φ1 and φ2 are positive constant parameters that
balance the global exploration and local exploitation.

r1 and r2 are uniformly distributed random variables within range [0, 1] used
to maintain the diversity of the swarm.
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PSO-PARSIMONY

PSO-PARSIMONY
How PSO-PARSIMONY works

Our modified PSO includes a strategy where the best position of each particle (thus, also the
best position of each neighborhood) is computed considering not only the goodness-of-fit, but
also the principle of parsimony.
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PSO-PARSIMONY

PSO-PARSIMONY
PSO-PARSIMONY vs GA-PARSIMONY (I)

Experiments of PSO-PARSIMONY vs GA-PARSIMONY were conducted
with 10 databases (results shows average of 5 runs):
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PSO-PARSIMONY

PSO-PARSIMONY
PSO-PARSIMONY vs GA-PARSIMONY: Conclusions (and II)

PSO-PARSIMONY always improved accuracy with respect to GA.
In databases with a low number of features, the difference with
respect to parsimony was usually small (GA found solutions about
10% simpler).
However, datasets with a larger number of features caused trouble for
PSO, which found better solutions than GA but with twice as
many features.
Moreover, GA required much less computational effort:
approximately, GA was three times faster and needed halving the
iterations.
This showed that PSO-PARSIMONY is a good alternative to

GA-PARSIMONY if the number of features is relatively small
but fails to obtain parsimonious solutions in high dimensional
datasets.
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Objective of this Work

Objective of this Work

The main goal was to promote the parsimonious behavior of GA in
PSO. To increase parsimony in PSO, two new variants of the algorithm
were proposed:

First, PSO is combined with an aggressive mutation strategy to
foster parsimonious models.
Second, an hybrid model between PSO and genetic algorithms is
proposed, in which the particles with worse fitness are replaced
in each iteration by new ones generated from typical genetic
algorithm operations: selection, crossover and mutation.
Accuracy and complexity of the new proposals are tested with public
databases of different sizes and compared with GA-PARSIMONY.
They have been implemented in Python and are available at
https://github.com/jodivaso/Hybrid-PSOGAParsimony.
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New Proposals

New Proposals
1. PSO with a New Mutation (I)

PSO-PARSIMONY already includes a mutation rate which was set to
1/D by default, where D is the dimensionality of the problem.
GA has a much more aggressive strategy excluding a 9% of the
features in each iteration.
In contrast, only 1/2D of the features are excluded in each step with
PSO, which are very few if the dataset has many variables. This
explains why the PSO algorithm performs worse in terms of
parsimony with high-dimensional databases.
To solve this problem PSO algorithm was modified to include the
mutation step as is done in GA.
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New Proposals

New Proposals
1. PSO with a New Mutation (and II)
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New Proposals

New Proposals
2. Hybrid method: PSO with crossover and mutation (I)

To further encourage parsimony in PSO and make its behavior closer to GA,
especially in the first iterations, a crossover phase is added just after
calculating the local bests of the neighborhoods. The crossover function
was implemented by using heuristic blending for hyperparameters and
random swapping for features.

To perform this crossover, a selection phase is also added at that point, with
a Michalewicz nonlinear-rank selection.

The selection of other individuals in addition to the best ones maintains
the diversity of the population and prevents premature convergence.
Furthermore, the best individuals are more likely to be selected for
crossover. Thus, they are selected for breeding more times to foster good
offspring.
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New Proposals

New Proposals
2. Hybrid method: PSO with crossover and mutation (II)

The way of replacing the particles differs from the typical GA crossover. In
this case, the new particles created from the crossover replace the
worst particles (those with the worst fitness value) that appeared in the
population.
Parameter pcrossover fixes the percentage of worst individuals to be
substituted from crossover. This parameter can be either a constant (such a
percentage of particles is substituted in all iterations) or a vector to
indicate a different percentage in each iteration.
Once the crossover step is done, PSO algorithm requires updating the
positions and velocities according the formulas. This step is only applied
to the particles that have not been substituted by the crossover.
Mutation phase is also modified to include the changes proposed in the
previous subsection: a more aggressive mutation strategy to encourage
parsimony.
The rest of steps of the PSO-PARSIMONY algorithm are preserved.
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New Proposals

New Proposals
2. Hybrid method: PSO with crossover and mutation (and III)

For the hybrid method, we suggested the
following equation
%particles = max(0.80 · e(−Γ·iter), 0.10)
that was defined to calculate the
percentage of particles to be substituted
by crossover in each iteration iter .
Figure shows six curves obtained with
different Γ values. In the first iterations,
the hybrid method performs the
substitution by crossing a high percentage
of particles. As the optimization process
progresses, the number of substituted
particles is reduced exponentially until it
ends up fixed at a percentage of 10%.
Thus, the hybrid method begins by
facilitating the search for parsimonious
models using GA-based mechanisms and
ends up using more PSO optimization.
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Experiments

Experiments
Settings

Databases with a high number of features were selected to test the
capacity of the proposed methodologies to find accurate and
parsimonious models.
Experiments compared the PSO-PARSIMONY with the new mutation
(New-PSO), the new hybrid HYB-PARSIMONY (HYB),
GA-PARSIMONY (GA) and the previous PSO-PARSIMONY method
(Old-PSO).
All experiments were similar to previous works with a population size
of P = 40, tol = 0.001, a maximum number of generations of
G = 200, and an early stopping of 35.
Experiments were implemented in 9 separately 24-core servers from
the Beronia Cluster at the University of La Rioja.
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Experiments

Experiments
NEW PSO-PARSIMONY vs HYBRID-PARSIMONY (crime database)

The hybrid method with Γ = 0.10 obtained
the best model reducing J to 0.57844
versus the previous best model achieved
with GA (J = 0.58070). However, the
improvement in J involved the selection of
24 features (5 more) versus 19 in GA. On
the other hand, the hybrid method with
Γ = 0.04 obtained the most parsimonious
model with only 17 features and an error
of J = 0.58142, slightly higher than the J
of GA. With respect to the mean values
obtained from the five runs of each
algorithm, it is observed that the hybrid
method with Γ = 0.32 obtained the best
mean values of J and NFS .
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Experiments

Experiments
NEW PSO-PARSIMONY vs HYBRID-PARSIMONY (7 Databases)

Similar results can be observed with other high-dimensional databases.
Tables 3 and 4, show respectively the average results and the best
model obtained with the Hybrid Method and the New-PSO.
In almost all databases, the hybrid method obtained more accurate
models with less complexity, although it was necessary to find a
suitable Γ value.
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Conclusions

Conclusions (I)

The present work includes two new proposals to improve our previous
PSO-PARSIMONY methodology for the simultaneous search of the
best model hyperparameters and input features, with a balance
between accuracy and complexity.

The main novelty relies on the hybrid model where the optimization is
based on the PSO formulas, but the common genetic operations of
selection, crossover and mutation are included to replace the worst
particles.
The percentage of variables to be substituted in each iteration is
customized with a function that depends on a Γ parameter. This
function promotes parsimony in the first iterations (a high percentage
of particles is substituted), but in further iterations the percentage is
decreased.
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Conclusions

Conclusions (and II)

This differs from other hybrid methods where the crossover is applied
between each particle’s individual best positions or other approaches
where the worst particles are also substituted by new ones, but at
extreme positions.

Experiments show that, in general and once the appropriate Gamma
is fixed, the HYB-PARSIMONY methodology allows one to obtain
better, more parsimonious and more robust models compared to our
previous PSO-based methodology and the PSO with mutation. The
computational effort is also reduced, since it requires less time.
Although it is a promising method, further research is required to
provide an explicit formula that fixes the appropriate Γ value for each
dataset, for instance, depending on the number of instances and
features or by means of adaptive strategies.
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