
Practical 14
Jumping Rivers

Clustering

Here we will use cluster analysis to try to discover groups of states in
America that are similar in crime profile. The data can be loaded with

import jrpyml
usarrests = jrpyml.datasets.load_usarrests()

usarrests, states = usarrests.drop(columns='State'), usarrests['State'].values

a) Preprocess your data to get a new array of rescaled variables ready
for clustering

b) Draw a dendrogram of the states. Experiment with different link-
ages to see how this affects the number of clusters you might choose
in an agglomerative heirarchical clustering routine.

c) Perform agglomerative clustering to find 4 clusters using complete
linkage

d) Draw a scatter plot of the states, using two of the measured vari-
ables, highlighting the clusters they belong to.

e) Since we have multiple dimensions to our data, it can be difficult to
draw. One thing we might do is use principal components as a data
projection into 2d. This allows us to capture some of the variation
of each of the 4 measured variables on the 2d plot. Use a PCA to
transform the data into 2 principal components

f) One thing that can help with interpretation of the principal compo-
nents plot is called a biplot. Here we plot the principal components
as the main x and y axes, but overlay the direction of the original
variable axes. We could write a function to draw the cluster labels
in principal component space with the overlaid original axes.


